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Abstract 
To process the traffic monitoring image, a local Histogram Equalization method based on fuzzy 
mathematics was proposed in this paper. In this paper, firstly, we define a function to measure the 
similarity degree of two images. Then, a suitable Gaussian fuzzy distribution function was chose to 
generate a 3 × 3 matrix of influential factors. In order to reduce the artificial boundaries, we com-
bined the 3 × 3 influential matrix with a 3 × 3 smooth filter matrix to get the final smooth-influ- 
ence matrix. Finally, the smooth-influence matrix was used to process the center block image. The 
simulation results demonstrated that the proposed method can reduce time consumption while 
improving the image contrast and can get satisfactory results. 
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1. Introduction 
With the rapid development of IoT (Internet of thing), traffic monitoring technology has been more and more 
widely used. But due to various reasons, the traffic monitoring image cannot be applied directly. Among them, 
the device, environments, and the intensity of light are all the factors that influence the image quality. In order to 
make secondary use, we have to process the image and enhance the image contrast. As an important step in im-
age processing, contrast enhancement has becoming more widely used. 

Currently, there are many methods of contrast enhancement; among them, histogram equalization is a well- 
known method because of its less complexity and high efficiency [1] [2]. Generally, histogram equalization can 
be divided into two categories: one is global histogram equalization; the other is local histogram equalization. In 
global histogram equalization, the transformation function is the cumulative distribution function of the whole 
input image. However, in the global histogram, because of the transformation process of the image information 
application in each pixel, the processed image may lose a lot of local details. Especially when the gray level of 
the input image gathers in the left part, the gray level of the output image will gather in the right part. And the 
processed image shows a blenching effect and has an unnatural look. In contrast, the local histogram equaliza-
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tion used a sliding window method to produce an enhanced contrast effect but the process is complex and time- 
consuming. 

In recent years, many researchers have tried different ways to improve the traditional histogram equalization 
algorithm, and have acquired some great achievements. Among them, BHE (bi-histogram equalization) method 
firstly divided the input image gray level into two parts by the average gray value [3], and then use HE algo-
rithm in each part independently. The results showed that BHE method substantially eliminates the excessive 
bleaching phenomenon of the image, and retains an average luminance; however some minor details still have 
not been enhanced. To compensate for this defect, the local histogram equalization came into being. AHE 
(adaptive histogram equalization) method divides the image into a series of sub-blocks, then HE method is im-
plemented in each sub-block [1], meanwhile the bi-linear interpolation is used to eliminate the artificial bounda-
ries between sub-blocks. Like AHE method [4], BOHE (over-lapped sub-block histogram equalization) method 
divides the image into a series of rectangular sub-blocks, and then moves the central sub-block one pixel by one 
pixel. This method can acquire a perfect processed image, but it is too complex to be applied in reality. There-
fore, POSHE (partially over-lapped sub-block histogram equalization) method was proposed to improve the 
BOHE method [4], this method uses a low pass filter to generate the transformation function of central block, 
the simulation results show that it has increased the time efficiency by 100 times than that of the BOHE method. 

To process the traffic monitoring image [5], there are three aspects need to be taken into consideration. Firstly, 
most parts of the image are black because of the asphalt pavement. Therefore, it is necessary to prevent the 
bleaching phenomenon of the processed image. Secondly, in order to ensure the time efficiency, the proposed 
method should not be too complex. Thirdly, in order to ensure the method to be processed automatically, it 
should not have too many arguments. From the above three aspects, we proposed our method. Firstly, the image 
was divided into a series of sub-blocks, and then according to the similarity function and Gaussian fuzzy distri-
bution function, a 3 × 3 influential factors matrix was generated to show the influence degree of the peripheral 
sub-blocks on the central block. Moreover, the 3 × 3 influential factors matrix was combined with a 3 × 3 
smoothing filter matrix to reduce the artificial boundaries. Finally, the combined smooth-influence matrix was 
used to process the center sub-block. 

The rest of this paper is organized as follows: Section 2 is to describe our method, Section 3 is to show the 
simulation and comparison results, Section 4 is to analyze our method, and Section 5 is to conclude this whole 
paper. 

2. Proposed Methodology 
2.1. Histogram Equalization 
During the process of Histogram Equalization, the discrete transformation function is as follows [1]: 
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jn  is the number of pixels of jr  gray level; L  is the total gray levels of input image; 
kr  is the gray level of input image; ks  is the gray level of output image. 

In order to simplify the analysis the continuous form of formula (1) is figured out as follows [1]: 
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As the Formula (2) shows, there are differential relationships between ( )T r  and ( )P r . When the value of 
( )P r  is large, the growth rate of ( )T r  is high, so the intensive gray level will be stretched. When the value of 
( )P r  is small, the growth rate of ( )T r  is low, so the sparse gray level will be compressed. In this way, the 

gray level of the whole image will be distributed uniformly, and the image will be enhanced. 

2.2. Similarity Function 
We use the difference of the pixels amount of the same gray level between two sub-block images to measure the 
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similarity degree of them. In order to simplify the process of the measurement, firstly, the normalization prepro-
cessing of each gray level was implemented. The similarity degree varies between 0 and 1, especially, when the 
two sub-block images are the same, the similarity degree is 1. Therefore, the similarity function is defined as 
follows: 

                  (3)
 

where, 
,a bimage image  represent the two sub-block images; 

,a bn n  are the total pixels number of the two sub-block images; 
L  is the total gray level of the two sub-block images; 

,ai bin n  represent the ith gray level pixel of sub-block aimage  and bimage  separately; 
( ), ( )ar i br iP r P r  represent the ratio of gray level ir  of sub-block aimage  and bimage  separately after the 

normalization preprocessing. 
Defined in this way, the similarity function not only can decrease the computational complexity but also is 

suitable for sub-blocks of different sizes [6]. 

2.3. The Calculation of Influential Factor Matrix 
The domain of the similarity degree is defined as [0,1]X = . Fuzzy set A represents “low-influence degree” and 
the influential factor is 1/16; Fuzzy set B represents “mid-influence degree” and the influential factor is 1/8; 
Fuzzy set C represents “high-influence degree” and the influential factor is 1/4.Because only when the similarity 
degree is suitable, the value of the influence degree can be maximum. Therefore, Fuzzy distribution function of 
the intermediate type should be assigned as the membership function. In this paper, we choose Gaussian func-
tion as the membership function of Fuzzy set A, B and C. The formulas of these three functions are listed as 
follows [5] [7]: 

                             (4) 

                             (5) 

                             (6) 

where, 
x  is the similarity of the two sub-block images; 

1 1,a σ  are the arguments of membership function ( )A x ; 

2 2,a σ  are the arguments of membership function ( )B x ; 

3 3,a σ  are the arguments of membership function ( )C x . 
After several tests, the arguments of the three membership functions are determined, on the condition that 

1 0.15a = , 2 0.45a = , 3 0.75a = , and 1 2 3 1σ σ σ= = = , the processed image is the best. 
In order to simplify the description, we number the sub-blocks of the split image, which can be shown in 

Figure 1. According to the three membership functions and the principle of maximizing membership, the in-
fluential factors from the around sub-blocks to the central block is calculated (that is to calculate the influential 
factors form sub-blocks A, B, C, D, E, F, G, H to the center block), and then the influential factors matrix 

influenceM  can be acquired. Because the similarity degree of the center block is 1, the center value of influenceM  
is always 1/4 of “high-influence degree”. 

2.4. The Combination of Smooth-Influence Matrix 
Because we have divided the input image into a series of sub-blocks before the processing, there are some in 
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Figure 1. The graph of the split image. 

 
evitable artificial boundaries in the processed image, In order to decrease the computational complexity and re-
duce the quantity of artificial boundaries, the 3 × 3 smoothing filter matrix is combined with influenceM  to ac-
quire the final smooth-influence matrix to process the image. In this way, the artificial boundaries will not be 
processed independently.   

Define operator ⊕  to represent the combination of matrix, which can be shown as follows: 

           (7) 

where, 
3 3

1 1
( );ij ij
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= =
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11 33a a  are the elements of AM ; 

11 33b b  are the elements of BM . 
According to the operator defined in Formula (7), the 3 × 3 smoothing filter matrix is combined influenceM  

with to acquire the final smooth-influence matrix. 

smooth-influence influence smooth-fliterM M M= ⊕                               (8) 
where, 

smooth-fliter
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 is the 3 × 3 smoothing filter matrix; 

influenceM  is the influential factor matrix; 

smooth-influenceM  is the smooth-influence matrix. 
According to the smooth-influence matrix, we compute the histogram of the center block and get the trans-

formation function to process the center block image. In this way, the process can retain the information of the 
center block and peripheral sub-blocks, meanwhile reducing the artificial boundaries. 

3. Simulation and Comparison 
The proposed method can be divided into the following steps [8] [9]: 

Step 1: Color transformation (RGB- > HSV); 
Step 2: Extract the V component, and divide it into a series of sub-blocks; 
Step 3: Compute smooth-influenceM , and get the transformation function of the center block; 
Step 4: Implement the equalization process of the center block; 
Step 5: Revert the V component and color transformation (HSV- > RGB), then output the image. 
In the proposed method, the processing of each sub-block needs the auxiliary processing of the 8 peripheral 

blocks. So we have to do some additional processing on the edge blocks. The results of additional processing is 
showed in Figure 2. 
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Figure 2. The graph of additional process. 

 
For the edge blocks, we copy their reflectional symmetrical blocks as the filled blocks (as the Figure 3 shows, 

block A and block A’, block B and block B’ and so on); for the corner blocks, we copy their rotational symme-
trical blocks as the filled blocks (As the Figure 3 shows, block F and block F’). 

Then two traffic monitoring images of low contrast were chose (such as a dawn image and a fog image) to do 
experiments: 

We have tested HE, BHE, AHE and POSHE methods respectively. The results of the experiment are showed 
in Figure 3. And the corresponding histograms are showed in Figure 4. Form Figure 3, we can know that the 
results of local histogram equalization get by AHE and POSHE methods are better than the results of global 
histogram equalization get by HE and BHE methods. As the Figure 3 shows, the gray level of the original im-
age gathers in the left part, so the result of HE method shows a bleaching effect and the histogram of the 
processed image gathers in the right part. The BHE method doesn’t do enough contrast enhancements on the 
image. The processed images of AHE and POSHE methods have a great enhancement, and the gray level of the 
whole image distributes uniformly, meanwhile the details are retained (e.g. the wire in the top right corner of 
image, and the lamp of vehicle etc.). Our proposed method produced satisfactory results. On the one hand, the 
contrast of the processed image have been enhanced (e.g. road, vehicle and the roadside trees); on the other hand, 
as the histogram shows, our proposed method have stretched the contrast, and the gray level of the whole image 
distributes uniformly. 

In order to have a more objective understanding of the proposed method, we compared HE, BHE, AHE, 
POSHE and the proposed method from following three aspect: pre-processing, artificial boundaries process and 
average time. The results of the comparison are shown in Table 1. 

As Table 1 shows, the local methods such as AHE and POSHE need to eliminate artificial boundaries be-
cause they divide the image before processing .So the local methods are slower than the global methods such as 
HE and BHE. The execution time of the proposed method is between BHE and POSHE, which is about 0.2705 
seconds. Its execution speed is very fast. That is to say it can be applied to embed device and real-time 
processing. 

4. Performance Evaluation 
4.1. Analysis of Time Efficiency 
In the process of our method, the peripheral sub-blocks A, B, C, D, E, F, G and H affect the histogram equaliza-
tion of the center block. The main time consumption concentrates on the computation of smooth-influenceM  because 
the computation of the three membership functions includes exponential operation and square operation. For 
each block, the transformation function can be written as: 

3 3

smooth-influence ,
1 1

( ) ( , ) ( )k center k k i j
i j

s T r M i j T r
= =

= = ×∑∑                         (9) 

where, 
smooth-influence ( , )M i j  is the corresponding element of smooth-influenceM  

,( )k i jT r  is the corresponding transformation function of each peripheral sub-block. 
If the image is divided into n m×  sub-blocks and each block have size  pixels, we can suppose the execu-

tion time of similarity function as ( )aT size , the execution time of membership function as bT  and the execu-
tion time of HE for each block as ( )cT size . According to Formula (9), for each block, the similarity function 
needs to compute 8 times, the membership function needs to compute 24 times, and the transformation function 
needs to compute 1 time. 
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(a)                            (b) 

    
(c)                            (d) 

    
(e)                            (f) 

Figure 3. Simulation results. (a) Original; (b) Proposed; (c) Heed; (d) BHEed; (e) AHEed; 
(f) POSHEed. 

 

   
(a)                                       (b) 

   
(c)                                       (d) 

   
(e)                                       (f) 

Figure 4. Histogram of Figure 3. (a) Original; (b) Proposed; (c) Heed; (d) BHEed; (e) 
AHEed; (f) POSHEed. 
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Table 1. The result of comparison. 

Method Pre-processing Artificial boundaries process Average time 

Proposed Divide Using smooth filter 0.270552 

HE NULL NULL 0.256914 

BHE NULL NULL 0.256914 

AHE Divide Bi-linear interpolation 0.293260 

POSHE Divide Detect and eliminate 0.289349 

a. Experimental environment: Matlab 7.06, Intel (R) Celeron (R) CPU, 4.00 GB RAM; b. Experimental data: 720 P traffic monitoring images. 
 

So the total execution time of processing an image can be written as: 

( )8 ( ) 24 ( )a b cT n m T size T T size= × × × + × +                         (10) 

From the Formula (10), we know the total execution time is proportional to the number of sub-blocks, that is, 
when the value of n m×  is increased, the total execution time is also increased; meanwhile the total execution 
time is also proportional to the size of sub-blocks, that is, when the size of a sub-block is increased, the total ex-
ecution time is also increased; However, the number of sub-blocks is inversely proportional to the size of 
sub-blocks, because when a fixed size image is divided into n m×  sub-blocks, the more sub-blocks you divided, 
the less size of sub-blocks you will get. So in order to reduce the total execution time, the main problem is to 
balance the number of sub-blocks and the size of sub-blocks. Firstly, an image was divided into different sizes, 
then our method was tested and the total execution time was recorded. 

As the Figure 5 shows, we know when the number of sub-blocks is between 4 × 6 and 8 × 8, the total execu-
tion time is relative short; when the number of sub-blocks is small, the total execution time is a little shorter than 
that of HE method; when the number of sub-blocks is large, the total execution time is very long, because the 
computation of membership function is very time-consumed. For the monitoring image of 1280 × 720 pixel im-
age, the most suitable segmentation approach is dividing the image into 4 × 6 or 6 × 6 sub-blocks. 

4.2. Analysis of Membership Function 
In this paper, there are two reasons why do we choose Gaussian function as the membership function. On one 
hand, the Gaussian function is suitable for describing the phenomenon of nature, human society, psychology and 
education; On the other hand, the Gaussian function’s arguments are relatively simple compared to the other in-
termediate types of distribution fuzzy function, it only needs two arguments to control the position and shape of 
the function. 

Form the subject point, on the condition that the shape controlling parameter σ  is static, when 1 2 3, ,a a a  
are small and concentrated, the influences of the peripheral sub-blocks on the central sub-block are great, and 
the processing results of the central sub-block will loss too much details. When 1 2 3, ,a a a  are large and concen-
trated, the influences of the peripheral sub-blocks on the central sub-block are small, and the image processing 
results will show obvious artificial boundaries. Therefore, arguments 1 2 3, ,a a a  should distribute on the coordi-
nate axis uniformly one by one, then the influences of the around sub-blocks on the central sub-block can be 
better measured. 

As the Figure 6 shows, three different groups of arguments was chose to experiment. The arguments of (b) 
distribute on the axis uniformly, the result looks better. The arguments of (c) are small and concentrated, the re-
sults lost a lot of details (e.g. the goods of truck). On contrast, the arguments of (d) are large and concentrated, 
there are obvious artificial boundaries in the results. 

From the experimental results, we know the more suitable arguments are 1 2 30.15, 0.45, 0.75a a a= = = , and 
1 2 3 1σ σ σ= = = . 

5. Conclusion 
With the rapid development of traffic monitoring technology, the conventional image processing method is no 
longer suitable for the traffic monitoring images. In this paper, three features of traffic monitoring images have  
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Figure 5. Execution time graph. 

 

       
(a)                         (b)                        (c)                        (d) 

Figure 6. Experimental results with different arguments. (a) Original image; (b) 1 2 30.15, 0.45, 0.75a a a= = = ; (c) 

1 2 30.75, 0.85, 0.95a a a= = = ; (d) 1 2 30.15, 0.20, 0.25a a a= = = . 
 

been analyzed. On the basis of these features, a local histogram equalization method based on fuzzy mathemat-
ics was proposed. This method is suitable for contrast enhancement of traffic monitoring images. The contrast of 
the processed images is stretched, meanwhile the time consumption of our method is relatively low. In order to 
reduce artificial boundaries, we use a 3 × 3 smooth filter. But when observed carefully, some slight artificial 
boundaries will be found. Because the artificial boundaries and the image content are closely related, the method 
of reducing artificial boundaries completely and quickly is more challenging. So one of the focuses of future re-
search is to eliminate the artificial boundaries. 
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