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Abstract 
We show that coordination always occurs in scale-free networks by social local interactions re-
gardless of the values of parameters, while it occurs in regular networks if and only if the number 
of links times a payoff parameter exceeds the threshold. Scale-free networks are ubiquitous in the 
reality. We study a two-strategy pure coordination game on networks that indicate who plays with 
whom. A player chooses a strategy by Logit choice and the strategies are dynamically updated. 
Stable steady states are investigated. 
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1. Introduction 
We study a two-strategy pure coordination game on networks that indicate who plays with whom. A player 
follows logit choice in the games. We show that one strategy always prevails by social local interactions 
regardless of the values of parameters in scale-free networks, while it prevails if and only if the condition is 
satisfied with regular networks, which is the number of links times payoff parameter exceeds the threshold. 
There are a lot of situations in which people derive benefits from choosing the same action as neighbors’ ones. 
We do not interact nor derive benefits directly from all the other people but our neighbors, which is a social 
network. We study how social networks affect coordination phenomenon. For this purpose, we study a pure 
coordination game in networks. We show how the heterogeneity in degree distribution affects the cooperation 
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phenomena because real networks are typically heterogeneous. We compare the outcomes of regular networks 
with those of scale-free networks since regular networks are representative of homogenous networks and 
scale-free networks are representative of heterogeneous networks. Studying a model in scale-free networks 
reveals how network heterogeneity affects the outcome. A model in a scale-free network is realistic and 
significant because many real social networks are scale-free at least in tail distribution. A scale-freeness in tail 
distribution determines the outcome of a model on a network. 

A regular network is a network where all the vertices have the same degree that is the number of links ξ . A 
scale-free network is a network where degree distribution follows ( )P γξ ξ −∼ . They are illustrated in Figure 1 
and Figure 2. Figure 3 illustrates a degree distribution in a logarithmic plot. We consider scale-free networks 
with 2 3γ< ≤  since most real scale-free networks are this type. Also the network size is infinity and there is 
no degree correlation in the present paper. 

It is recently found that many social networks such as inter-firm transactions are not alike regular networks 
rather they are scale-free networks. For example, [1] studies the network of inter-firm transactions in Japan, 
which is a scale-free and hierarchical network. It is known that an underlying network structure changes an out- 
come of a model. The network heterogeneity affects an outcome and, in particular, scale-free networks lead to 
drastic changes because scale-free networks have great network heterogeneity. 

 

 
Figure 1. Regular network.                       

 

 
Figure 2. Scale-free network.                     

 

 
Figure 3. Degree distribution in log-log plot.         
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2. The Model 
There are two strategies, A and B in a coordination game. The payoff matrix is given by  

( ) ( )
( ) ( )
2 ,2 0,0

.
0,0 2 ,2

A B

a aA
a aB

 
 
 

                                       (1) 

If one derives payoff from choosing the same strategy as neighbors’, it is called neighborhood effect. No extra 
payoff is derived by taking either strategy. We consider such a game in order to investigate how the neighbor- 
hood effect is strengthened by the network. No strategy is risk dominant and the payoff is symmetric in the 
game, because the purpose of the present paper is to investigate “pure” neighborhood effect. The case with risk 
dominance will be studied by our other paper. 

A game with this payoff matrix has applications in reality; some examples are provided as follows. Does a 
player choose which of Social Network Service? PC or Macintosh? Which programming language? In these 
examples, payoffs arise if one chooses the same strategy as others’. Evidently, there are many kinds of goods 
with such neighborhood effect. This model can describes the phenomena regarding fashion by focusing on the 
argument that people tend to follow other people. 

Let is  denote the strategy of player i and ( ),i ju s s  denote the payoff of player i from the game with player 
j. Because this is a two-strategy coordination game, we assume that is  takes either 1+  or 1−  without loss of 
generality, each corresponds to strategy A and 1s = −  to B respectively. The payoff function ( ),i ju s s  is 
given by  

( ),i j i ju s s as s a= ⋅ + .                                         (2) 

A player plays the games with multiple players. The network indicates who plays the games with whom. A 
player is set on a vertex. Players play games only with players on adjacent vertices and extract payoff from each 
game. An example is illustrated in Figure 4. This is a standard for games on networks. We derive an average 
payoff over social interactions in some cases. On the other hand, we derive payoff from each social interaction 
in some cases. We are going to study such games where the payoff increases as social interactions increases. 

Let the notation j i∈∂  denote all the players adjacent to player i. The payoff of the player i is given by  

{ }( ) ( );i j i jj i
j i

u s s as s a
∈∂

∈∂

= ⋅ +∑ .                                   (3) 

Let ( )iu s  denote { }( );i j j i
u s s

∈∂
 in short. The game is dynamic. A randomly chosen player updates the  

strategy in each time step. The chosen player knows the strategies of adjacent players. We assume that player i 
chooses the strategy with the following Logit probability:  

{ }( )
{ }( )
{ }( )

exp ;
Pr ;

exp ;
i

i j j i
i j j i

i j j i
s

u s s
s s

u s s

λ

λ

∈∂

∈∂

∈∂

 
  =
 
  ∑

,                             (4) 

 

 
Figure 4. If the strategy of player i is A, then the payoff of 
player i is 6a. If the strategy is B, the payoff is 4a.               
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where λ  is the rationality parameter. After enough number of time steps, the distribution of each strategy 
becomes stable. We call such state a stable state and we will focus on it. We will see that the probability distri- 
bution of strategy in the stable state is independent from initial state. This process can be seen as a diffusion of 
strategies through local interactions. Diffusion processes on social networks were found in the books by [2]-[4]. 
Contagion processes on networks were studied by [5]-[9]. Such a functional form as in (4) has been used by 
several well-known papers, for example [10]-[13]. 

3. The Model in a Regular Network 
The analysis of the model in a regular network is discussed in detail in Appendix. If both of the probabilities of 
choosing strategies A and B are the same, we say that neither strategy prevails. On the other hand, if a 
probability of either strategy is larger than the other, we define one strategy prevails. To conclude, in regular 
networks with degree ξ . 

• If 1aλξ ≤ , neither strategy prevails.  
• If 1aλξ > , one strategy prevails by the neighborhood effect.  
A strategy with larger initial probability prevails in the steady state if the condition 1aλξ >  is satisfied. This 

result is yet known. We mention here to compare with that of scale-free networks. 

4. The Model in a Scale-Free Network 
We will show that unlike regular networks, one strategy always prevails regardless of the values of parameters 
in scale-free networks. In a scale-free network, people tend to choose the same strategy by the neighborhood 
effect. It also holds true for a heterogeneous network. 

4.1. Mean Field Approximation 
We use the mean-field approximation for heterogeneous networks to solve the model in scale-free networks. 
The mean-field approximation is developed in our previous paper [14] to the best of our knowledge.  

4.2. ξnn  Network 

Let ξ  denote the mean degree and let nnξ  denote the mean degree of nearest neighbors. Let •  denote 

( )E • . First, we solve for the mean strategy of the player i with degree nnξ . All the adjacent players of the 

player i also have degree nnξ  in the mean-field approximation. In mean-field approximation, the strategies of 

adjacent players, ( )nnjs ξ  such that j i∈∂ , are replaced by the mean strategy of such players, ( )nns ξ . 

Then, the mean of the strategy of players denoted by i that have nnξ  degree is given by  

( )
( )

( )
( )

nn nn
1

nn nn nn
nn nn

1

exp
tanh

exp
i

i

i i
s

i
i

s

s as s
s a s

as s

λ ξ ξ
ξ λ ξ

λ ξ ξ
=±

=±

 ⋅ 
= =

 ⋅ 

∑

∑
.                     (5) 

where ( )nn nns s ξ≡ . We have the self-consistency condition that the mean ( )nnis ξ  indeed equals to 

nns . From the self-consistency condition, Equation (5) is simplified to  

( )nn nn nntanhs a sλ ξ= .                                       (6) 

We solve Equation (6) to obtain the mean strategy of players with degree nnξ . Since nnξ → ∞ , nn 1s = ±  
holds. 

We explained the neighborhood effect problem of players with degree nnξ , we then proceed to the problem 
of players with arbitrary degree ξ . 
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4.3. A Strategy of Player with Degree ξ 
Because in mean-field approximation, a vertex with arbitrary degree ξ  is surrounded by vertices with degree 

nnξ , we replace all the strategies taken by adjacent players with ( )nnjs ξ . Thus, the average of strategy 

( )is ξ  is given by  

( ) ( )
( )

( )

nn
1

1
nn

1

exp
Pr

exp

i

i

i

i i j
s j i

i i i
s

i j
s j i

s as s
s s s

as s

λ ξ
ξ

λ ξ

=± ∈∂

=±

=± ∈∂

 
⋅ 

 = =
 

⋅ 
 

∑ ∑
∑

∑ ∑
.                          (7) 

We replace all of the ( )nnjs ξ  with the mean strategy of the nearest neighbors ( )nn nns s ξ≡  in the 
mean-field approximation. Then, Equation (7) becomes  

( )
( )

( )
( )

nn
1

nn
nn

1

exp
tanh

exp
i

i

i i
s

i
i

s

s as s
s a s

as s

λξ ξ
ξ λξ

λξ ξ
=±

=±

 ⋅ 
= =

 ⋅ 

∑

∑
.                        (8) 

The mean strategy of players with ξ  degree is given by  

( ) ( )nntanhs a sξ λξ= .                                       (9) 

Because we already obtained nn 1s = , we have ( ) 0s ξ ξ≠ ∀ . This indicates that in scale-free networks  

one strategy always prevails and people tend to choose the same strategy regardless of the values of parameters. 
The strategy with larger initial probability prevails in the steady state. This is the first main result of our paper.  

Proposition 1. In the scale-free networks, one strategy always prevails regardless of the values of parameters 
a, λ , and ξ , whereas in regular networks, a strategy prevails if and only if the condition 1aλξ >  is 
satisfied. This proposition is within mean-field approximation.  

We confirm the proposition by numerical simulations in Section 4.5. 

4.4. Network Heterogeneity 
The network heterogeneity and the mean degree of nearest neighbors are proportional. Therefor, the more 
heterogeneous a network is, the more likely one strategy prevails. 

4.5. Numerical Simulations 
We will confirm Proposition 1 by numerical simulations. The coordination games are done on regular network 
and on scale-free network. The mean degree 10ξ = , the network size 10000N = , and 0.1λ =  for both 
networks. We constructed a scale-free network with 2.1γ =  by BA network formation ([15] [16]). In the 
beginning, A and B players are equally set randomly. After 50,000 times updates of the games, the game is over.  
The results are illustrated in Figure 5. In regular network, ( )E s  is almost 0 if a is less than 1 and it is non 

zero if a is larger than 1, where the threshold is regular 1aλξ = . The ( )E s  is not 0 in the scale-free network. 
The numerical simulation confirmed Proposition 1. 

4.6. Intuition: Why Does One Strategy Always Prevail Regardless of the Values  
of Parameters in Scale-Free Networks? 

Because players on hub vertices are linked to numerous players, the difference between choosing the best 
strategy and otherwise is huge. One strategy always prevails in hub players es. Most vertices linked to normal 
vertices, which does not have big degree, are hubs. Because hub players choose the same strategy yet, players on 
normal vertices choose the same strategy as well. Therefore, one strategy always prevails in scale-free networks. 
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(a)                                                    (b) 

Figure 5. The x axis indicates the payoff parameter 0.2 2a≤ ≤  in the game and the y axis indicates the absolute 
value of expected strategy ( )E s . (a) Regular Network; (b) Scale-free Network.                              

5. Concluding Remarks 
We studied a coordination game in networks. We studied scale-free networks since many real networks were 
scale-free ones or heterogeneous ones. In regular networks, one strategy prevailed if and only if the condition 
was satisfied, whereas one strategy always prevailed regardless of the values of parameters in scale-free 
networks. This suggested that people tended to choose the same strategy in scale-free networks. 
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Appendix A. Analysis of the Model in Regular Network 
We present the result in a regular network that a strategy prevails by the neighborhood effect if and only if the 
condition 1aλξ >  is satisfied. Although the result might be yet known, we will discuss it in detail because it 
will act as a useful reference to those who are not familiar with this topic and because we will compare the result 
with that in a scale-free network. The discussion including [13], this paper, and other works employ the method 
developed to solve the phase transition of the Ising model. Please see references such as [17]-[20]. 

We let x  denote the expected value of a random variable x: ( )x E x≡ . Because expected values appear 

frequently, it would be confusing to express the expectation value as ( )E x . The probability that a player i 
chooses strategy is  is given by  

( ) { }( )
{ }( )
{ }( )

( )

( )
1 1

exp ;
Pr Pr ;

exp ;

exp exp

exp exp

i

i i

i j j i
i i j j i

i j j i
s

i j i j
j i j i

i j i j
s j i s j i

u s s
s s s

u s s

as s a as s

as s a as s

λ

λ

λ λ

λ λ

∈∂

∈∂

∈∂

∈∂ ∈∂

=± ∈∂ =± ∈∂

 
  = =
 
  

   
⋅ + ⋅   

   = =
   

⋅ + ⋅   
   

∑

∑ ∑

∑ ∑ ∑ ∑

                      (A.1) 

The mean of strategy is  is then given by  

( ) 1

1

1

exp
Pr

exp

i

i

i

i i j
s j i

i i i
s

i j
s j i

s as s
s s s

as s

λ

λ

=± ∈∂

=±

=± ∈∂

 
⋅ 

 = =
 

⋅ 
 

∑ ∑
∑

∑ ∑
                            (A.2) 

We solve the model by mean-field approximation in which the strategies taken by adjacent vertices are 
replaced by the average value of strategy s . We need to use mean-field approximation for such models. Then, 
Equation (A.2) turns into  

( )

( ) ( )1 1

1
1

exp exp
tanh

exp
exp

i i

i
i

i i i i
s j i s

i
i

si
s j i

s as s s as s
s a s

as s
as s

λ λξ
λξ

λξ
λ

=± ∈∂ =±

=±
=± ∈∂

 
⋅ ⋅ 

 = = =
⋅ 

⋅ 
 

∑ ∑ ∑

∑∑ ∑
              (A.3) 

where ( ) e etanh
e e

x x

x xx
−

−

−
≡

+
. Furthermore, because is s i= ∀ , called the self consistency condition, must be 

satisfied, Equation (A.3) becomes  

( )tanhs a sλξ=                                         (A.4) 

Thus, the mean of strategy, s , is given by the intersection between the following equations.  
y s=                                          (A.5) 

( )tanhy a sλξ=                                     (A.6) 

Because  

( ) ( )
2

2

d dtanh 0, tanh 0
d d

x x
x x

≥ ≤                              (A.7) 

there are only two cases that are illustrated in Figure 6 and Figure 7, in which the lines are Equation (A.5) and 
the curves are Equation (A.6). 

We will study two cases one by one.  
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Figure 6. Case A.                                     

 

 
Figure 7. Case B.                                     

Appendix A.1. Case A: a ≤λξ 1  
This case is illustrated in Figure 6. The only fixed point is the origin and it is stable, because the slope of 
tangent hyperbolic function at the origin is less than 1. The average of the strategy over all the players in the 
network is 0s = . Because  

( )
0

d tanh 1
d x

x
x =

=                                    (A.8) 

Then, 0s =  holds if and only if  
1aλξ ≤                                             (A.9) 

If both strategies are equally likely, ( ) 1 11 1 0
2 2

s E s≡ = + × − × = . In contrast, if the frequency of one 

strategy is larger than the other, ( )1 1 1 0s p p= + × − × − ≠ , where 1
2

p ≠ . Therefore, neither strategy prevails 

if 0s = . On the other hand, one strategy prevails if and only if 0s ≠ ; this is the criterion. Under a strong  
neighborhood effect, players tend to choose one strategy, and this strategy prevails in the entire network. We 
show that if and only if 1aλξ > , one strategy prevails by the neighborhood effect in a regular network.  

Appendix A.2. Case B: a >λξ 1  
This case is illustrated in Figure 7. There are three fixed points; however, the origin is an unstable fixed point 

because ( )
0

d tanh 1
d x

x
x =

> . The other two fixed points are stable because the derivatives of ( )tanh x  w.r.t. x 
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at these two points are less than 1. Because the dynamics of ( )s t  is given by ( ) ( )( )1 tanhs t a s tλξ+ = ,  

the stable fixed points are distinguished from the unstable ones. The two stable fixed points exhibit symmetry to 
the origin; thus, we only need to study the positive fixed points. This case occurs if and only if  

1aλξ >                                           (A.10) 

and the initial value of ( )0 0s t = > . The negative fixed point realizes if the initial value ( )0 0s t = < . 

Therefore, if 1aλξ >  then one strategy prevails by the neighborhood effect. 
To conclude, in a regular network with degree ξ . 
• If 1aλξ ≤ , neither strategy prevails.  
• If 1aλξ > , one strategy prevails by the neighborhood effect. 
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