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Abstract 
The human mind’s evolution owes much to its companion phenomena of intelligence, sapience, 
wisdom, awareness and consciousness. In this paper we take the concepts of intelligence and sa-
pience as the starting point of a route towards elucidation of the conscious mind. There is much 
disagreement and confusion associated with the word intelligence. A lot of this results from its use 
in diverse contexts, where it is called upon to represent different ideas and to justify different ar-
guments. Addition of the word sapience to the mix merely complicates matters, unless we can re-
late both of these words to different concepts in a way which acceptably crosses contextual boun-
daries. We have established a connection between information processing and processor “archi-
tecture” which provides just such a linguistic separation, and which is applicable in either a com-
putational or conceptual form to any context. This paper reports the argumentation leading up to 
a distinction between intelligence and sapience, and relates this distinction to human “cognitive” 
activities. Information is always contextual. Information processing in a system always takes place 
between “architectural” scales: intelligence is the “tool” which permits an “overview” of the relev-
ance of individual items of information. System unity presumes a degree of coherence across all 
the scales of a system: sapience is the “tool” which permits an evaluation of the relevance of both 
individual items and individual scales of information to a common purpose. This hyperscalar co-
herence is created through mutual inter-scalar observation, whose recursive nature generates the 
independence of high-level consciousness, making humans human. We conclude that intelligence 
and sapience are distinct and necessary properties of all information processing systems, and that 
the degree of their availability controls a system’s or a human’s cognitive capacity, if not its appli-
cation. This establishes intelligence and sapience as prime ancestors of the conscious mind. How-
ever, to our knowledge, there is no current mathematical approach which can satisfactorily deal 
with the native irrationalities of information integration across multiple scales, and therefore of 
formally modeling the mind. 
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1. Introduction 
There is much disagreement and confusion associated with the word intelligence. A lot of this results from its 
use in diverse contexts, where it is called upon to represent different ideas and to justify different arguments. 
James Albus [1] has defined intelligence as 

“… the ability to act appropriately in an uncertain environment; appropriate action is that which maximizes 
the probability of success; success is the achievement or maintenance of behavioral goals; behavioral goals are 
desired states of the environment that a behavior is designed to achieve or maintain”. 

Although many will find this definition insufficient, we will provisionally accept it, in that it is the most con-
cise and complete description we are aware of which is amenable to use within a computational paradigm. We 
can extract from it the simplified message that intelligence promotes survival-related information-reductive de-
cision-making in complex contexts (see also [2]). So far so good, but if intelligence is a tool for survival, what is 
sapience: merely more of the same thing? If such were the case, it would be difficult to justify the addition of yet 
another technical term to the cognitive domain, which is already saturated with contextually-ambiguous termi-
nology. Addition of the word “sapience” to the linguistic mix merely complicates matters, unless we can relate 
both of these words to different concepts in a way which acceptably crosses contextual boundaries. 

The authors have earlier published [3] the identification of mind with the continuously evolving anticipatory 
capability of a complex networked information-processing system. In the work leading up to this, following pa-
per we have established a connection between information processing and processor “architecture”, which pro-
vides linguistic separation between intelligence and sapience, and which is applicable in either a computational 
or a conceptual form to any context. The paper reports the argumentation leading up to this distinction between 
intelligence and sapience, relates the distinction to human “cognitive” activities, and establishes their relevance 
to the evolutionary appearance of the human conscious mind. The story is more than a little recursive, as will 
later become clear. Maybe, therefore, the best approach will be to adopt the communication principles laid down 
by Jean-Luc Doumont1 and begin by stating our final conclusion. 

We live within hyperscale: intelligence is how we get there; sapience is how we remain there. 
On its own, this statement will convey little, but our task now in this introduction is clear: it is to explain what 

this short conclusion means before delving into the technical arguments which lead up to it. There are two main 
areas of human concern which we must first address those of scale and presence. 

1.1. Scale 
Arguably, human technical evolution has progressed from initially “dealing with things at our own scale”, 
whether of size, hardness, time… towards progressively both larger and smaller scales—considerations of size, 
for example, have expanded outwards from the meter to Ångstroms, to light years, and even beyond. We now 
unthinkingly relate to numerous different scales of parameters or phenomena, but the critical distinction is not 
simply one of size, but how we access different scalar magnitudes. Our own eyes, for example, enable us to 
access reasonably and directly sizes down to about one micrometer, but not smaller. All observation or mea-
surement devices suffer from similar limitations, which often relate the “size” of a device’s operational parame-
ters (e.g. wavelength) to the “size” of the entity or effect which is to be observed. Waves on the sea, for example, 
only penetrate a harbor’s entrance in a diffracted manner for a restricted range of distance (or time) between 
their crests—their wavelength. 

Unfortunately, therefore, we cannot access all scales directly, but are forced to rely on technically developed 
instruments to assist us, for example on electron microscopes, or on electronic signal integrators. Our belief in 
the “correctness” of the information these devices provide depends on our belief in the “correctness” of the 
modeling chains outwards from our own scale which we use to build them, to understand their operation and to 
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derive meaningful information from them. These modeling chains similarly invoke sequences of scale—a par-
ticular scientific model may only be accurate within a certain parametric range, for example. It is worth pointing 
out here that there is no easily available single model which “works” well right across the meter, Ångstrom, and 
galactic range of scales2. Consequently, whether we are basing our considerations on “real” parametric sizes or 
“abstract” (model) parametric sizes, the same restriction holds—we can’t escape the implications of perceptional 
scale in any simplistic mechanical manner. 

1.2. Presence 
A current “hot topic” of research is that of presence: how should we formulate technical multimedia systems to 
enhance the impression that we are “somewhere else”. Interestingly, this question has already exercised the di-
rectors of theatre and film for many decades in terms of the “suspension of disbelief”3 they require of their au-
diences; we will return to the meaning of “suspension of disbelief” later. Surprisingly, technical presence re-
search, with its emphasis on “being there”, appears to avoid a central aspect of philosophical presence research 
which could greatly inform it—namely “being here”! Psychology has long been interested in yet another aspect 
of presence, which is germane to the argument we will present—namely the capability of a human to effectively 
place him or herself at the location of a tool’s operation. Metzinger [5] has presented the hypothesis that we are 
unable to distinguish between the objects of our attention and the internal representations of them which we 
“observe”: 

“That is why we ‘look through’ those representational structures, as if we were in direct and immediate con-
tact with their content, with what they represent for us.” [5] 

When we use a screwdriver, we are at the screw; when we drive a car, we become the car4. This transfer of 
presence is singular in character—we can only be present in one location at a time. In this, it is closely related to 
the concept of consciousness, which abides by a similar constraint. 

The most astounding characteristic of this transfer of presence is the way in which we can effortlessly skip 
between different scales of an overall picture. Nowhere is this more evident than when riding a motorcycle at 
speed5, where safety demands a mental “backing off” from direct visual contact with the surroundings to a holis-
tic “place” where any scalar aspect of the scene’s totality can be equivalently and speedily accessed whenever 
needed. It is tempting to associate this “place” with “the zone” referred to by professional athletes as the “state” 
within which they perform their best, and to identify the different “locations” to which we transfer our presence 
with the multiple differentiated conscious states of Tononi and Edelmans’ [6] Dynamic Core Hypothesis. 

1.3. Hyperscale and the Present Argument 
A central part of our argumentation in this paper will involve the combination of these two ideas of scale and 
presence, where there is an immediately noticeable dissimilarity of pluralism. Many of our day-to-day actions, if 
not all, are simultaneously associated with multiple scales of representation of a single context. How on earth do 
we manage to relate to a multiplicity of mutually-exclusive scales of our environment through the singular focus 
of consciousness? Presumably there must be some kind of interface between the two which implements cod-
ing/decoding—either of which may be integral or dis-integral in character. In any unified system the unification 
of multiple scales by their interaction is itself a recognizable system property: this is hyperscale. 

 

 

2The only model we are aware which does appear to remain valid across this extreme range of scales of is that of Quantum Holography, de-
veloped by Walter Schempp [4]—which far from coincidentally corresponds in many ways to the architectural scheme underlying the ar-
gumentation of this paper—most particularly in its exploitation of birationality. “Quantum holography is a non-local information processing 
technique [4], the range of which includes the superluminal expansion of light echoes created by the explosion of the supernova 1987A 
within the Large Magellanic Cloud at a distance of 170,000 light years, and the excitation patterns of neuronal cooperativity in the cerebral 
cortex generated by external and internal stimuli and visualized by the modality of functional magnetic resonance imaging (fMRI), as well 
as the holographic tweezer for the non-invasive handling of chromosomes by means of optical micromachines” (Walter Schempp, private 
communication). 
3A term originally used by Samuel Taylor Coleridge in Biographia Literaria (1817). 
4A fascinating example of this is that we can “automatically” drive an automobile through a narrow gap without hitting one side or the other, 
even though we are not sitting centrally in the automobile (i.e. we are sitting on the right hand side of the automobile’s cabin, or, of course, 
in countries where citizens drive on the wrong side of the road, on the left hand side). 
5N.B. this is very different from driving an automobile, as any surviving motorcyclist will confirm: it is no longer acceptable that other driv-
ers control the generation of events requiring reaction—everything must be anticipated, from a global picture of current and future vehicle 
positions, through expectations of feasible individual vehicular deviations, to the detail of road surfaces and the restrictions it places on ma-
neuvers. 
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The quality and realization of system unification is by far the most complex and difficult aspect of our envi-
ronment to understand; so much so that its implications are virtually absent from conventional science, which 
until the “birth” of chaos in the nineteen-sixties habitually restricted itself to situations where information con-
tent changed little across scales, as in the case of inorganic crystals, for example [7]. Consistent with a view of 
nature which accepts that evolution cannibalizes old capabilities for new purposes6 [9], the cognitive resolution 
of this problem has been to adopt the architecture of the stimulus in formulating a response: we relate to hyper-
scalar systems from within our own assiduously-constructed hyperscalar mental environment! 

In this paper we will describe not only how hyperscale can fulfill the function of integral/dis-integral cod-
ing/decoding between the multiple scales and the singular forms of mental consciousness of an organism, but 
also how it is a natural and necessary part of any unified multiscalar system. We believe that the “spotlight of 
consciousness”7 in humans is momentarily focused at a single “location” within a spatio-temporal hyperscalar 
“phase space” which we construct from the entire history of our individual and social existences, including the 
“facts” of our believed “reality”, numerous apparently consistent but insufficiently investigated “logical” suppo-
sitions, and as yet untested or normally-abandoned hypothetical models which serve to fill in otherwise incon-
venient or glaringly obvious omissions in its landscape8. Again, in reference to evolution’s cannibalism, this re-
sembles the way our visual system “fills in” missing or occluded parts of an object or a visual scene with the 
most likely shapes, colors or objects. 

Our major task here is to make sense of the relationship between these three technical terms: intelligence, sa-
pience and hyperscale. Information is always contextual. The term “data” presupposes an externally predefined 
context within which it has a meaning. Those of us whose blood pressure has been measured will probably rec-
ognize the way the results were quoted as something like “sixteen, eight” (if they were lucky)—whatever that 
might mean! Information, however, cannot be dissociated from its context in a similar way. In this it is semiotic 
in nature, rather than simply semantic. Most people would almost certainly have no idea in what units the num-
bers of a blood-pressure measurement make sense as data, but are probably well aware that “twenty, eighteen” is 
worth worrying about; the context within which the numbers have a meaning is far wider and more diffuse than 
“in mm of mercury” (e.g. “… the doctor told my auntie she had ‘twenty, eighteen’, and she had to go into hos-
pital…”). 

Information processing in a system always takes place between different “architectural” scales of a processing 
entity: simplistically, we can view intelligence as the “tool” which permits an “overview” of the relevance of in-
dividual items of information and the means by which all available information is taken account of in generating 
or updating a new, higher-level, simplified representation of the information system. As such it functions as a 
complex mix of context-translator, interpreter and comparator. The reason why “normal” rationality loses track 
of this is that the translations, interpretations and comparisons it makes cannot be simply reduced to a combina-
tion of one-to-one, one-to-many and many-to-one relationships. Following Robert Rosen (see, for example, [10] 
[11]) categorize complexity by 

“… If there is no way to completely model all aspects of any given system, it is considered ‘non-computable’ 
and is, therefore, ‘complex’ in this unique sense”. 

Intelligence not only resembles this categorization, but also depends on it in the way it operates. The authors 
are not aware of any single analytic or synthetic form capable of completely mirroring the properties and opera-
tion of intelligence, nor does it seem likely that there could be. Similarly referring to Rosen’s description of 
complexity, this time through the words of Mikulecky [12]: 

“Complexity is the property of a real world system that is manifest in the inability of any formalism being 
adequate to capture all its properties. It requires that we find distinctly different ways of interacting with sys-
tems. Distinctly different in the sense that when we make successful models, the formal systems needed to de-
scribe each distinct aspect are not derivable from each other”. 

As we indicated above, the translations, interpretations and comparisons intelligence makes cannot be simply 
reduced to a combination of one-to-one, one-to-many and many-to-one relationships. This, then, is the most in-
convenient characteristic of intelligence: we cannot make conventionally simple models of it. We have com-
mented earlier [13] that 

 

 

6“What serves for thermoregulation is re-adapted for gliding; what was part of the jaw becomes a sound receiver; guts are used as lungs 
and fins turn into shovels. Whatever happens to be at hand is made use of.” [8] 
7An expression derived for use in our context from Bernie Baars’ metaphor of a “‘spotlight’ on the theater of consciousness”. 
8For example, the “flat earth” hypothesis is a very convenient one, whose manipulation makes the sale of two-dimensional maps of our qua-
si-spherical earth extremely lucrative. 
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“the primary quality of any recognizable entity is its unification. It is easy to bypass this aspect and concen-
trate on more observable characteristics, but an entity’s unification cannot be ignored if we are to come to any 
understanding of its nature and operation. A viable characterization of ‘unification’ is provided by comparison 
between intra-entity correlative organization and entity-environment inter-correlative organization—between 
cohesion and adhesion [14]. Although the difference between these two for a crystal is substantial, that for a 
living organism is far higher”. 

System unity presumes a degree of coherence across all the scales of a system, where all of these are derived 
from others through intelligence. Sapience is the “tool” which permits evaluation of the relevance to a common 
purpose not only of individual items of information—as does intelligence—but also of the multiple system 
scales themselves as individual informational “entities”. In this its usefulness, value or meaning is reminiscent of 
the overarching Aristotelian concept of final cause, rather than his other more local concepts of material, formal 
and efficient cause. We will return to Aristotle’s [15] causes later—not only to final cause, but most especially 
to Rosen’s [16] consideration of the importance of internalization of efficient cause in organisms. 

When quantum mechanics forced itself onto the scientific stage at the beginning of the twentieth century it 
brought with it a major illumination of the way nominally independent entities relate to each other through 
measurement. No longer was it sufficient to presume that we could stand outside an experiment and remain 
extraneous to its results. Matsuno [17] and Salthe [18] have pointed out that measurement in its most general 
form may be likened to a mutual observation between experimental “subject” and “object”—both contribute to 
the experiment’s conclusion, and neither remains untouched. This describes perfectly the dynamic relationship 
between different scales in a unified system: their mutual observation promotes an unending mutual adaptation. 

Rosen [16] has proposed in great mathematical detail a formal self-referencing cycle of constructive causes 
which could be capable of maintaining the temporal viability of living systems. However, although his work in-
cludes a single but important reference to the mathematical possibility of “a hierarchy of (different) informa-
tional levels” [19], to the best of the authors’ knowledge he never explicitly referred to the importance of scale 
in organisms, let alone the generation of hyperscale. Arguably, the most significant aspect of hyperscale is that it 
permits an organism to simultaneously operate, or appear to operate, as both a mono-scalar and a multiscalar 
entity [13]. The individual scales of a natural system are partially isolated from each other (through enclosure) 
but also partially in communication (through process-closure). The balance between these two through mutual 
observation takes the form of an autonomy negotiation [13]. Hyperscalar coherence is created through this mu-
tual inter-scalar observation, whose recursive nature ultimately generates the independence of high-level con-
sciousness, making humans human. Consciousness acts both as the servant of intelligence and sapience and their 
master in promoting an entity’s coherence, cohesion and survival. We conclude that intelligence and sapience 
are distinct and necessary properties of all information processing systems, and that the degree of their availabil-
ity controls a system’s or a human’s cognitive capacity, if not directly its application. This establishes intelli-
gence and sapience as prime ancestors of the conscious mind. 

To our knowledge there is as yet no mathematical approach which can satisfactorily deal with the native irra-
tionalities of information integration across multiple scales, although one promising suggestion has been pub-
lished [20]. The principle difficulty lies, however, not in the mechanics of developing a self-consistent mathe-
matics, but in escaping from the ‘blindness to viewpoint’ which is a natural consequence of our stated final con-
clusion that 

we live within hyperscale. 
The central hypothesis is that we mentally integrate all observational scales into a hyperscalar “phase space” 

within which we are free to roam without taking any account of the “reality” of the “location” from which we 
make our observations. Considerations of internalism, externalism and even the “existence” of our viewpoint it-
self are ephemeral within hyperscale: we are the lords of our own creation, of our own “scale-free selves”, and 
we can fly anywhere, view anything. Powerful though this may be, it dangerously conceals any distinction be-
tween “what really is”9 and “what we make use of”—as we pointed out earlier, we can expect the landscape of our 
spatio-temporal hyperscalar “phase space” to include not only “facts”, but also suppositions and conveniences. 

2. Intelligence Sees Scale 
Our first concrete task will be to address a long-standing problem related to sensory integration which most ob-

 

 

9The reader should note that we are expressing this “in common parlance”, and not as a fundamental philosophy. The authors would lean 
towards a view that reality is what is left after we have modeled as far as we can be bothered to! 
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viously raises its head in the way we habitually think about combining a number of elements into a whole. We 
are used to presuming that we can be simultaneously and accurately aware of both an entity and its constituent 
elements. Unfortunately, this presumption creates an apparently esoteric but intellectually-catastrophic problem, 
especially in the cognitive domain, which we must address before going any further. Whilst being a necessary 
part of our argument, this also provides an excellent example of both the logical power and the logical risk of 
relying on hyperscalar-located transferable presence in constructing a world view of presumed accuracy. 

Let us first propose a simplistic provisional difference between natural and artificial contexts. As their name 
suggests, we will define natural contexts as those which come to pass without human intervention, and follow-
ing the usual meaning of artificial we will define artificial contexts as those resulting from human intervention. 
Continuing our simplistic progress, we note that the stability of natural systems depends on naturally occurring 
constraints, while that of artificial systems depends primarily on imposed constraints, either directly or indirectly 
exercised by human intervention. Simplistic though this proposition may be, it leads us to an important conclu-
sion about the possibility of simultaneous and accurate awareness of both an entity and its constituents. Figure 1 
illustrates different forms of this relationship. Figure 1(a) shows what we will refer to as a collection of ele-
ments or observations, each of which is labeled as a kind of a. It is rather like “a bag” containing a black 
hole—we can put things in, but never see any relationship between those things—only the local exists, and there 
is no consequent global representation. Figure 1(b) shows a classical mathematical set10, where we can manipu-
late both elements and their global representation within one and the same rational environment. Figure 1(c) 
shows the usual implication of “self-organization”, where “the whole” b is not equivalent to “the sum of the 
parts” a1, a2, a3... i.e. the global representation cannot be directly obtained from knowledge of the elements from 
which it is generated–there is no complete direct local-to-global correlation. 

Figure 2 illustrates the collection a1, a2, a3 ... we have referred to, presented as if we could “see everything” 
—a dangerous operation, because if we are not careful the collection will mutate into a set, whether we want it 
to or not! This collection of a1, a2, a3 ... can be represented from “a single viewpoint” in a number of different 
ways b1, b2, b3... There is an implied ‘quod homines, tot sententiae’, in that in general the collection can appear 
to have as many different implications or meanings as we attribute points-of-view b1, b2, b3... 

We can define (i.e. conveniently refer to) the collection a1, a2, a3... as A, but we cannot derive A from a1, a2, 
a3... as it is outside their individual contexts (we would have to be able to see into “the bag”, and know all of 
their current inter-relationships). A is the single-point-of-view collection of a1, a2, a3... (N.B. there is only one 
A—so far as we are aware), and from a single collection A we get a one-to-many relationship with a multiplicity 
of b1, b2, b3... This is radically different from the more familiar construction of a set A of a1, a2, a3... (Figure 
1(b)), where we can not only derive A from a1, a2, a3, ... , but we usually presuppose that the two are equivalent. 

 

 
Figure 1. (a) A collection of elements a, where there is no global representation; (b) a mathematical set of elements, 
where b equals the sum of the a’s; (c) “self-organization”, where b is not easily related to the sum of the a’s.          

 

 
Figure 2. The collection of elements a, presupposing that we could “see everything”, and showing a number of 
different global representations b as seen from different points of view.                                   

 

 

10Our references to “mathematical sets” correspond to “naïve” or “intuitive” set theory. 
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Whereas the collection of Figure 2 exemplifies an isolated natural context, the (mathematical) set of Figure 
1(b) is an example of an artificial context, where stability is maintained by intentionally/externally imposed 
constraints (in this case the axioms which delineate the domain of applicability of the context’s logic system). 
These two—the collection and the set—provide limiting extremes of the more familiar context shown in Figure 
3, where there is a greater degree of predictability in the derivation of a “more globally applicable” global form 
b from a set of elements or observations a1, a2, a3.... Any specific b is given by all of a1, a2, a3... mutually align-
ing themselves within some kind of stability—an infinite process if carried out to perfection. Here again, how-
ever, it is easy to fool ourselves. Any collection is a purely externalist description—A is externalist from the 
point of view of an externalist formal model of the viewpoint of a chosen b. This raises all sorts of problems! 

To try and accurately describe the character of a specific b, either you have to do this from its own single 
point-of-view, in which case you can’t directly relate to A but b equals some kind of recursive integral of a1, a2, 
a3..., or you have to adopt another different (single) viewpoint. In this latter case you are then using an external 
model of b (i.e. you have to formalize—simplify—to say anything at all!). So either you only “see” a single 
b—a rather Newtonian conclusion, depending on intentionally imposed constraints—and b equals A or is de-
rivable from A or you presume it is derivable from A (i.e. there is a causal relationship), or you “see” multiple 
b’s and you have no idea where they come from or how they are derived! 

All of this implies that a collection is “defined” without “observer intelligence”; definition of a mathematical 
set presumes that there is “observer intelligence”—when in fact there is no intelligence involved; recognition of 
real scale requires “observer intelligence”. And it all seemed so simple to start with! 

A small linguistic example should help at this point. If we think of each a as an individual’s pronounced word, 
then A is the hypothetically (and probably inaccessible) complete established set of meanings attributed to that 
pronounced word by the complete community of pronouncing individuals. Any specific b is then the communi-
ty-negotiated agreement as to the sense of a within a specific meaningful context, where the entire collection of 
understood meanings is B (N.B. the sound we would make in English from the syllable “ma” can mean at least 
either “mother” or “horse” in Chinese by dint of its pronounced intonation—a somewhat risky confusion, which 
English-speakers would not usually be aware of). Note that a completely uniform language would exhibit11 b = a; a 
somewhat egotistical individual would presume b = a; a successful “living” language would exhibit a ≈ b by 
cultural agreement: only a completely controlled language (e.g. the “Newspeak” portrayed in George Orwell’s 
book “1984”) would make A equal to a controller-decided b—clearly an intentionally-constrained context! 

The central conclusion we can draw from this account is that the incredible successfulness of our reliance on 
hyperscalar-based transferable presence effectively blinds us to whether we can reasonably presuppose equiva-
lent access to different scales of a system or not. We would argue that in general we do not have equivalent 
access to different perceptional scales, and that the “scales” we apparently access are our internal models of 
them, which may be very different from “reality”. Scanning electron microscopes are now capable of providing 
photographs of single atoms, but whether the spherical images they produce prove that atoms are indeed spheri-
cal is somewhat debatable!12 

 

 
Figure 3. A more “normal” situation intermediate between the collection of Figure 1(a) and the set of Figure 
1(b), where there is a reasonably predictable emergent global representation b.                            

 

 

11Note that in these few quoted relationships, as is usual in mathematical representation, the left hand side of the “equation” is derived from 
the right hand side. 
12At this, the reader may bridle, and point out that the proposition for “reality” the authors provided in Footnote 9 would embrace the real 
atomic nature portrayed by such photographs. We would agree. The critical point here is whether we keep an open mind in the face of ap-
parently conclusive evidence and remain ready to accept that “we may have been wrong all the time!” A part of this problem is that the re-
sulting photographs—or screen displays—are static, or at least effectively so in comparison to the timescales of intra-atomic change. 
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So, the idea we would wish the reader to hold on to at this point is that of the fallibility of our observation and 
understanding of scale. It may come as no surprise that our next action will be to apparently contradict this no-
tion! Apparently yes–but in fact no! We merely wish to use this reminder as a device to emphasize that intelli-
gence is not the logically self-consistent mechanism our transferable-presence intelligence tells us it is. We may 
not “correctly” view scale, but intelligence does! Logical rules are a crutch to rely on in the absence of intelli-
gence. Intelligence is capable of far more than that. 

We now appear to be suggesting something thoroughly idiotic: that although our human intelligence—of 
which we are so proud—is capable of transparently manipulating inter-scalar information conversions, we “our-
selves” with our “all-powerful” conscious minds are incapable of maintaining a similar transparency without re-
lying on the artificially constructed logical completeness of simple inter-scalar models. However, not only is the 
suggestion valid, but it could be no other way. We have already planted the seeds of this conundrum in previous 
sections of the paper. 

Intelligence operates locally between system scales, and as such it is just as directly inaccessible from a 
“global” point of view as are the individual scales themselves: the wonderful integration of multiply-scaled 
phenomena through hyperscale precludes our direct and accurate access to local phenomena. Intelligence is an 
isolated component of our thought processes; a tool which operates within the confines of an ephemeral cage we 
construct momentarily to provoke its function. This idea that although we may be aware of the astounding ca-
pacity of intelligence we are unable to “reproduce” it within our conscious actions recalls Metzinger’s [5] “naïve 
realism” hypothesis concerning the emergence of a “first-person perspective” in consciousness, that 

“the representational vehicles employed by the system are transparent in the sense that they do not contain 
the information that they are models on the level of their content… ‘Phenomenal transparency’ means that we 
are systems which are not able to recognize their own representational instruments as representational instru-
ments… A simple functional hypothesis might say that the respective data structures are activated in such a fast 
and reliable way that the system itself is not able to recognize them as such any more (e.g. because of a lower 
temporal resolution of met are presentational processes making earlier processing stages unavailable for in-
trospective attention)… For biological systems like ourselves—who always had to minimize computational load 
and find simple but viable solutions—naïve realism was a functionally adequate ‘background assumption’ to 
achieve reproductive success”. 

In the strict sense we earlier gave to the word artificial, intelligence operates within an artificially constrained 
environment, or at least that is how it must locally appear to be, as the constraints are applied from scales other 
than local ones. In a natural context, however, there is a local-to-and-from-global consistency across the system- 
wide gamut of constraints, which corresponds to the unification of hyperscale. Local information processing is 
then mediated through natural intelligence, characterized as we describe above. In an artificial system, although 
there may be an attempt at consistency of constraints, this will never be complete13, and local information 
processing will be mediated through artificial intelligence (which linguistic usage corresponds exactly to that of 
Artificial Intelligence—AI). This situation corresponds to Figure 1(b). 

Figure 2 illustrates the typical form of an inter-scalar information processing scenario. The multiple outcomes 
b1, b2, b3… correspond to different processing constraints, either on different occasions or at different points in 
time within a single occasion14. It is easy to see from this why it is tempting to be scathing about the commonly 
addressed “phenomenon” of “self-organization”. In anything other than a radically simple system different ex-
ternal system constraints result in different outcomes—organization is essentially externally driven and not in-
ternally: it would be more accurate to invoke as a description “environmental-organization”, rather than “self- 
organization”! It is important to note that “external” here only means “external to an entire system” if we are 
talking about system-wide processing. It may also mean only “external to a sub-system”—in which case the 
drive can still be internal to the system as a whole. This is an important point in systems exhibiting cyclic 
process- closure, for example in the organisms analyzed by Robert Rosen [16], where the internalization of effi-
cient cause depends on this duplicity of appearance. 

If we rely on our “typical form of an inter-scalar information processing scenario” (see Figure 3) to represent 
a manifestation of intelligence, then in a multiscalar system it appears in a number of locally isolated processes, 
as illustrated by (pre-a → a), (a → b) and (b → c) in Figure 4. This diagram, however, presupposes that there  

 

 

13Because if it were complete, the system would be alive—and the intelligence natural! 
14There are clearly other possible processing scenarios, but these result from a combination of that presented here and the extended descrip-
tion of multiscalar systems given in the Appendix to this paper. 
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Figure 4. The manifestation of intelligence at a series of different levels in a multiscalar “system” where there 
is no global consistency between the various locally-applicable rationalities.                               

 
is no single cross-scalar rationality (e.g. as in a digital computer—which is therefore scale-less) and no hyper-
scalar correlation which couples together all the individual scales. The local processing constraints, therefore, 
are in all cases just that—purely local and individual—and the “system” is in fact not a system at all, but a com-
pletely fragmented assembly of multiply-scaled sub-components. In the absence of a global unifying “mechan-
ism”, the individual scales correspond to the concept of a collection we proposed earlier. Global coherence 
would demand the presence of 

1) a single globally consistent cross-scalar rationality (in which case it is an artificially constrained system, 
and is therefore in reality scale-less), or 

2) a set of inter-scalar rationalities which conforms to some consistent global pattern (i.e. it is again a 
scale-less artificial system), or 

3) a hyperscalar correlation (i.e. it is a natural system exhibiting real perceptional scale). 
We conclude that in a naturally cohering multiscalar system there are two independent information processing 

“tools”. One of these operates between pairs of scalar levels to establish local scalar coherences; the other oper-
ates across the entire assembly of scalar levels to establish global scalar coherence. We associate the former tool 
with intelligence and the latter with sapience. Neither tool is independent, nor in a natural system does each of 
them rely on the other to provide its indispensable constraints. There is, however, a clear difference between the 
two relative to the emergence of a system and its stabilization. Intelligence is primarily a system-building tool; it 
can promote the creation of new scales and local stabilization. Sapience, however, is more concerned with the 
viability of an already-built scalar assembly: it has no function in a minimally-scaled entity, but comes into its 
own with increasing system size as the central generator of system-wide coherence and stability: 

intelligence is how we get there; sapience is how we remain there. 
In distinguishing between intelligence and sapience we have located the two precisely within different con-

texts, which provides a precise separation in meaning. Although within this paper we can establish an exact 
context for intelligence, outside the pages of this journal we completely lose control, and in this as in every other 
categorization the result becomes less than entirely clear15. 

Across the complete spectrum of possibilities, a categorical separation of intelligence and sapience from an 
external viewpoint is implausible, most especially in that at a higher level they are both complementary compo-
nents of wisdom. However, the primary distinction remains: intelligence sees scale; sapience sees all scales. 

3. Sapience Sees All Scales 
What happens when a multi-cellular network starts to expand? Rather than answering the question immediately 
we will back-track a little, to ask “how is it that a collection of cells constitutes ‘a network’ in the first place?” A 
simple description would be to suggest that inter-cellular cohesion must be greater than adhesion between the 
cells and parts of their environment. One possibility would be that a primitive force is responsible for the cohe-

 

 

15… as in the linguistic example of Chinese pronunciation we provided earlier. 
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sion: gravity holds our planet Earth together, for example. A more advanced possibility is that it may be in the 
interest of a given cell to associate with others; often small fish remain in large shoals, apparently to increase 
their individual chance of survival in the presence of a predator. This “self-interest” proposal is of a cohesion 
based on communication16. Unfortunately, however, the basic nature of our surroundings is that of a restriction 
on communication, which makes it possible to differentiate between here and there; between this and that. A 
consequence is that communication is never instantaneous between different spatial locations; which leaves a 
spatially-large network vulnerable to stimuli which drive its various parts out of synchronization. Our answer to 
the initial question, therefore, must be that when a network of cells expands it will risk fragmenting if it cannot 
find a way to overcome the energetic needs of its progressively massively-scaled inter-cellular communication. 

It is a basic tenet of information theory that communication requires energy. Ultimately, if a network expands 
beyond a certain point, the energy required to maintain communication-based cohesion will rise beyond the col-
lection’s available resources. The only interesting strategy—interesting from our own point of view, that is—is 
for the network to generate a new global representation of itself, which both communicates internally in a sim-
plified less energetic manner and permits economical external relations to be exercised. Intra-network commu-
nication energy can be saved by formalizing the nature of inter-cellular communication—by slaving [21]-[23] all 
the cells to one communication-model. Extra-network energy can be saved by only communicating information 
which is externally relevant17. Biological cells operate in precisely this manner. By first enclosing themselves in 
an “impenetrable” lipid membrane they are free to open up only those specific communication channels they 
wish to, and can portray themselves to their surroundings in whatever manner is “convenient” or “successful”. 

This expansion scheme is a classical emergent scenario, where a new simplified architectural level emerges 
from an underlying population, and the new level exerts “downward causation”, or slaving, on the population 
individuals. It is important to notice that this creates a temporally infinite feedback loop: 

1) (upward) emergence causes(downward) slaving, 
2) which modifies (upward) emergence, 
3) thus realigning(downward) slaving, 
4) modifying (upward) emergence, and so on. 
We will return to this vitally important aspect of infinity in the next section of the paper. 
What has happened once can reoccur: a network which has managed to generate a new survival-promoting 

architectural level can do the same again and again… Arguably, and surprisingly, it will be easier to generate 
further new levels than it was to create the first one [24]. If we follow through with the logic of this argument, 
we can relatively easily end up with a naturally constrained system which is multiscalar and still unified. Let us 
stop for a moment at this critical point: what does it mean to say that the system is both multiscalar and unified? 
The entire architecture must be quasi-stable; each of the many scalar representations must be quasi-stable; each 
of the many inter-scalar interfaces must be quasi-stable. But notice, as in the skeletal representation of Figure 5, 
that this is only possible if there is a degree of correlation across the entire architecture, across all representa-
tions, across all interfaces. Not, however, complete correlation, which would imply that the scales are not real, 
but a partial correlation which is local to both individual representations and individual interfaces. 

The relationship between any scale and its direct neighbors is fundamentally local in nature: the meaning or 
function of a biological cell when seen from a biological organ is very different from the meaning or function of 
an organ when seen from the organism. Inter-scalar relationships are very much a “you scratch my back and I’ll  

 

 

16It is a moot point whether there is a fundamental difference between the two kinds of cohesion we refer to here: our own view would be 
that they are both aspects of a single network-dependent property, but that is too large a question to be addressed within the confines of this 
paper. 
17There is a rather nice parallel between this “survival” strategy and that of Internet IP addressing. An individual Internet node, or computer, 
is recognized by its IP address, which is commonly represented as four sequential decimal numbers, each in the range 0 - 255. If communi-
cation from a specific computer were to be broadcast to the entire network, the Internet would be completely swamped. To avoid this, a 
subnet mask, also consisting of four sequential decimal numbers, is used to limit the part of the network which is addressed. An attempt to 
communicate to a node at (192.168.2.1) with subnet mask (255.255.255.0), for example, will only be transmitted to those nodes whose ad-
dress begins with (192.168.2.): the zero at the fourth location of the subnet mask implies that any valid number (i.e. any number between 0 
and 255) is acceptable there, and consequently the transmission will be sent to all of the nodes (192.168.2.0), (192.168.2.1), (192.168.2.2)…, 
right up to (192.168.2.255), but nothing will be sent to any other node, for example to (192.168.3.1), (113.66.1.254), etc. This not only re-
stricts the capacity requirement (“bandwidth”) of the system, it also in general reduces the energy required to transmit the signal (i.e. it re-
duces the fan-out of the network electronics). Effectively, the Internet then consists of a number of different “scales”, from “the whole 
World” down through “a given Country” and an “Internet Service Provider” to a domestic Local Area Network. The critical difference be-
tween this scheme and a naturally hierarchical system, however, is that all “scales” of the Internet are accessible using the same rationality: 
it is an artificially constrained system, and not a natural one, and consequently the apparent “scales” are not real. 
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Figure 5. An archetypal multiscalar natural system, displaying quasi-stability across the entire 
gamut of its features, evidencing a degree of correlation across the entire architecture, across 
all representations, across all interfaces.                                               

 
scratch yours” kind of thing—but the different scales’ “backs” are poles apart! Adjacent scales are at liberty to 
negotiate away some uninteresting aspect of their autonomy in return for the receipt from their neighbors of a 
more valuable autonomy. Collier [14] has proposed as a plausible example of this autonomy negotiation that the 
brain has in the past ceded its biological support function to the body in return for greater freedom of informa-
tion processing. 

The global “integration” of this multiplicity of local negotiations serves to optimize as many aspects of a sys-
tem’s operation as possible. A major result is the ejection into the scalar-interface regions of the majority of the 
intractable complexity which would otherwise reside at the scalar levels [13], converting them into approximate 
Newtonian potential wells18 and raising the efficiency of the system’s computational response to external stimu-
li. 

So, we now have a picture of a unified large system as a set of different quasi-stable scalar levels which are 
all quasi-correlated through hyperscale19. Centuries of philosophical effort, decades of neurological investigation 
and years of accurate imaging of the brain’s operation culminate in the supposition that we construct models in 
our “mind’s eye” which mirror the objects of our thoughts. The authors believe that we relate to hyperscalar 
systems from within our own assiduously-constructed hyperscalar mental environment! More than this, even— 
we believe that this is our “mind’s eye”! 

We live within hyperscale. 
There is a great similarity between this suggestion and Metzinger’s [5] proposition of naïve realism through 

phenomenal transparency: 
“The phenomenal self is a virtual agent perceiving virtual agents in a virtual world. This agent doesn’t know 

that it possesses a visual cortex, and it does not know what electromagnetic radiation is: It just sees ‘with its 
own eyes’—by, as it were, effortlessly directing its visual attention. This virtual agent does not know that it pos-
sesses a motor system which, for instance, needs an internal emulator for fast, goal-driven reaching movements. 
It just acts ‘with its own hands’. It doesn’t know what a sensorimotor loop is—it just effortlessly enjoys what re-
searchers in the field of virtual reality call ‘full immersion’, which for them is still a distant goal.” [5] 

Figure 6 illustrates how we imagine this environment to be built and used. Inter-scalar constructional integra-
tion (though intelligence) adds all of the individual scales into the “virtual”20 scale-space of hyperscale. Within 
this space there is freedom of movement of the “spotlight of consciousness”, as we are now only dealing with  

 

 

18The success of a Newtonian scenario is that it reduces differences between local events and their global consequences in a relativistic en-
vironment [25], making it possible to respond rapidly to local stimuli without having to wait and see if a chosen response has large-scale 
unforeseen or unpleasant effects! 
19Note, following our comments above on relativity, that in “normal” space, nonlocality would imply the disappearance of spatial differen-
tiation: all different locations are “correlated”. In our present context, if we picture our multiscalar system residing in scale-space, then 
hyperscale performs the same function as nonlocality: all different scales are correlated. 
20Although, here and also indirectly in Metzinger’s arguments, it is not at all clear whether this scale-space is really “virtual”, or whether it is 
virtually “real”, or even “the most real that there is”! Following on from the comment in Footnote 19, if “unvizualizable nonlocality” is 
“real”, as the most advanced formulations of quantum mechanics would most likely presume, then there is no apparent reason why “unvizu-
alizable” nonlocality of hyperscale should not be. 
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Figure 6. The construction of a hyperscalar environment from its constituent 
collection of “mutually inaccessible” individual scales, and its use in transpa-
rently accessing them.                                                  

 
models of a particular system scale, and not that scale itself in all its characteristics, and the “conscious observer” 
can access everything and everywhere in a transparent manner—with or without knowledge that “it is all only 
models”. 

Sapience permits the “observer” to visit all scales, all points of view, and to “see” clearly whether they are in 
correlation with each other, or what changes need to be made. As such, sapience is the main “synergetic21 tool” 
permitting stabilization of the overall architecture of a system or, in our representation, of the “mind” itself. 

We are now in a position from which we can provide an example of how this scheme works. All of the infor-
mation, propositions, models and figures we have discussed in this paper appear within the hyperscalar scale- 
space of you, the attentive reader. This text itself is a hyperscalar device! Figure 6 presents a hyperscalar view-
point; so, most particularly, does Figure 1(a), where we have transcended the impenetrable nature of our im-
agined “bag containing a black hole” in drawing the figure! The authors suggest that at this point the reader 
should “think about his or her complete environment” (a hyperscalar term, if ever there was one!), and notice 
that there is apparently no barrier to imagining, nay visiting all scales of all contexts [26]. 

The greatest difference between naïve realism through phenomenal transparency and hyperscalar scale-space 
is that while Metzinger’s [5] proposition is derived from philosophical considerations in a top-down manner, our 
own argument is constructed bottom-up from system architecture. 

We must now turn our attention to the “conscious observer” who we somewhat inexcusably slipped into the 
discussion in the manner of the author in Fowles’ [27] novel The French Lieutenant’s Woman. 

4. Consciousness Makes It All Happen 
Consciousness is a tricky phenomenon to get hold of. The reader will already have noticed that we, the authors, 
do not treat consciousness as being the sovereign of cognition, but as both the servant and master of intelligence 
and sapience. Consciousness only gains credibility in the context of mind; and vice versa! The emergence of 
consciousness depends primarily on the presence of real scale in a system—for this reason it is most likely that 
artificial systems could never exhibit consciousness. To see how we can justify attributing the emergence of 
consciousness to scale we must first follow through the arguments presented by Robert Rosen [16] for the suc-
cess of Newtonian physics and the independent sustainability of living organisms. 

The key to stability lies in the convergence or truncation of temporally infinite feedback loops such as that we 
described in the previous section, where up-scaling causes down-scaling, which causes up-scaling, which causes 
down-scaling, and so on. 

A nice example of a convergent loop can be found in electronics in the guise of an operational amplifier (an 
“op-amp”). Figure 7(a) shows the symbolic representation of an op-amp with a “complementary” pair of inputs 
(labeled “+ve” and “−ve” in the figure) whose output Vout is fed back after a short delay τ to the negative input, 
−ve. Positive input voltage Vin applied to the +ve input will drive the output positively; positive input to the −ve 
one drives the output negatively. However, the op-amp itself pushes its output up to a large multiple of the dif- 

 

 

21Synergy, or synergism stems from the 1657 theological doctrine that humans will cooperate with the divine grace in regeneration. The term 
is often attributed, however, to early 20th century cybernetics, where it came to refer to the dubious concept of a process in which two or 
more discrete influences or agents act together to create an effect which is greater than that predicted from their individual properties—“the 
whole being greater than the sum of the parts”. In common with the concept of emergence, its citation most often indicates the shortcomings 
of a formal, and therefore simplified integration of a number of formalized, and therefore simplified models of different real influences. 
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Figure 7. (a) An operational amplifier without internal energy dissipation; (b) 
the resulting sequence of output voltages Vin.                             

 
ference between the two input voltages at +ve and −ve. For practical op-amps this amplification would be prob-
ably by a factor of more than one million. It is not difficult to see that having once been started up by a voltage 
at the +ve input, the op-amp output will cycle negative, positive, negative, positive… without stopping, as 
shown in Figure 7(b). However, that is not what electronics textbooks tell us—and on the contrary, if we meas-
ure the output, within certain constraints it will be equal to the input. The model we have presented left out “im-
perfections” in the op-amp which cause the cycling signal to lose energy, and the output converges towards a 
final state. In general terms this would correspond to the emergence of a new system character through the dis-
sipation of energy. More often than not, however, dissipation leads to the eradication of structure, and to the 
phenomenon usually referred to as “heat death”22. In the case of our op-amp, internal dissipation does indeed 
lead to the decay of signals which are above the op-amp’s characteristic cutoff frequency, leaving only a quasi- 
static (low-frequency) output. Truncated infinite looping is infinitely more interesting than convergence through 
dissipation, as it does not preclude rapid changes in cycling information. 

Rosen’s argument in relation to Newton’s Laws [16] is (very sketchily) as follows. We split the Universe into 
self and ambience, then ambience into system and environment, and begin with the identification of a “particle” 
as a formal structureless object which encodes ‘something’ in the “real” world. The first relevant question is 
where is it? The answers form a “chronicle”—a list of positions, but no way to derive any one of them from any 
other one. A second feasible question is of the derivative of the particle’s position: What is its velocity? The 
answers again form a chronicle–a list now of velocities; but of prime importance is that there is no way to derive 
the entries in one chronicle from those in the other! This questioning can be continued indefinitely, through what 
is the derivative of its velocity, what is the derivative of its acceleration, and so on, to infinity. 

We now have, unhelpfully, an infinite collection23 of chronicles containing apparently unrelated entries! 
Newton’s First Law then specifies that in an empty environment the particle cannot accelerate: this truncates the 
infinite collection of chronicles, leaving just those of position and velocity. The key to performing a similar 
truncation for a non-empty environment lies in Taylor’s Theorem. The infinite set of chronicles expresses eve-
rything there is to know about the particle—they determine its state-and Taylor’s Theorem tells us that present 
state entails subsequent state: the state is recursive. 

Newton’s Second Law collapses the state down to two variables by first representing the environment entirely 
by its effect as a force on the particle, then by reflecting this force in a single chronicle of acceleration, and fi-
nally by expressing the force as an explicit function of only position and velocity: 

( ) ( ){ } ( ),F x t x t m x t′ ′′= ⋅                                      (1) 

where F  is the environmental force, x  the particle position, x′  its velocity, x′′  its acceleration, m  its 
mass and t  the time; or more familiarly 

Force mass times acceleration.=                                   (2) 

Rosen has used the curtailment of infinity in Newtonian physics as an introduction to his own formulation in 
Life Itself [16]. His general argument is that both Newtonian and living systems require an apparently infinite 
sequence of conditions to be valid, but also that both are stabilized by cutting off that infinite sequence. More 
accurately, his argument in respect of living organisms does not refer to simple truncation–by just cutting off a 

 

 

22… the traditionally expected ultimate future state of the Universe which follows from the second law of thermodynamics—but only if we 
presume that classical thermodynamics can be blindly applied to open rather than closed systems: i.e. in the absence of life! 
23Our emphasis (c.f. Figure 1(a))—to make clear in the terms of our own argument, in addition to that of Rosen, that there is no way that we 
can legally “pull out of the hat” a global consequence of the collection. 
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sequence—but to truncation of the form of the sequence by replacing the cut off member by one which was al-
ready encountered, earlier in the sequence. The result resembles the form of the op-amp circuit shown in Figure 
7: the “output” is connected back to the “input”, creating a loop. As for the op-amp circuit; once the circuit has 
been started up, it will continue on its own—assuming, of course, as we initially did, that there is no dissipation. 
The original input is now no longer necessary, and it can be removed, leaving a self-sufficient system to oscil-
late into eternity. There are two important points here: 

1) this self-sufficiency was Rosen’s main concern—to explain how life can be self-perpetuating once started, 
and 

2) in fact, infinity is not removed from the picture: the infinity of one kind of sequence is merely replaced by 
the infinity of another. Connecting the output of an op-amp back to its input creates a temporal infinity through 
feedback, as we pointed out above24. 

Rosen [16] defines an organism in relation to Aristotle’s [15] efficient cause25: 
“a material system is an organism if, and only if, it is closed to efficient cause”. 

Life, when described this way, is similar to fire from the point of view of a primitive people who cannot light 
fires on their own. Once started it can continue on its own, transfer from one substrate to another, split up, sire 
new offspring, populate large areas, and all this with just the input of some environmental material. But if it dies 
out, then that is the end of it. By “closed”, Rosen means that the answer to “Who or what constructed this part of 
the organism?”—i.e. its efficient cause—can always be found inside the organism itself. 

Rosen’s argument leading to the self-sufficiency of organisms [16] is (again sketchily) as follows. The initial 
step is to draw in relational form the metabolic conversion of a collection of “environmental chemicals” A to a 
collection of “enzymes” B (Figure 8(a)) by a biological component f26. 

The hollow-headed arrow indicates a flow from an “input” to an “output”; the solid-headed arrow denotes the 
induction of this flow by a component (or “processor”)27. If efficient cause is to be internalized, we must now 
ask “what makes f?” We can resolve this problem by adding in a new processor Φ, which “makes” f (Rosen 
calls this function repair) from its internally available supply of ingredients B (Figure 8(b)). 

 

 
Figure 8. Rosen’s constructional sequence to internalize efficient cause in organisms: (a) the first step— 
establishing the relational form of a metabolic process; (b) adding a repair function based on internally 
available metabolic products; (c) adding a replication function as a separate component; (d) deriving rep-
lication from metabolism and repair, which merges replication into the system, rather than imposing it as 
an external cause.                                                                         

 

 

24The authors believe that somewhere in this “resolving one infinity by imposing another” is the generation of time itself, as a convenient 
“means to an end”; but to what “end” they have no idea! 
25The following provides an example of Aristotle’s four causes and their place within a unified environment. On the specific occasion of 
building a particular house: material cause would be the bricks and the cement; formal cause is the architect’s plan; efficient cause is the 
builder; final cause is the reason for the house—to live in, maybe? It should be carefully noted that, depending on the final cause, the exact 
delineation of the other causes may alter. The one of Aristotle’s causes which exercises Rosen the most is efficient cause: in the context of 
Life Itself, it is the answer to the question “who or what constructed this”. 
26Note that in the version of Figure 8(c) which appears in Rosen’s Life Itself as Figure 10(c) [14] the hollow- and solid-headed arrows have 
been unfortunately exchanged, owing to an editorial error. 
27The relationships Rosen uses between inputs and outputs are formal mathematical mappings—where “one-to-one” and “many-to-one” are 
valid relationships, but “one-to-many” is not. Our use of the italicized words “collection” here are intended to remind the reader that there 
may be more than “meets the hyperscalar eye” in this story. 
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This relational diagram represents any one of Rosen’s category of “(M, R)-systems”28. Unfortunately, of 
course, we must now ask “what makes Φ” Easy! We throw in another processor β which “makes” Φ (Rosen 
calls this function replication) from its internally available supply of components f (Figure 8(c)). Guess what 
comes next… “What makes β?” However, and it is a very big “however”, it is now possible to resolve the prob-
lem in quite a different way. 

Rosen points out that under certain, not unduly restrictive, formal constraints on the mapping from A to B, 
this replication component β can be derived from the already-present mappings of metabolism (induced by f) 
and repair (induced by Φ). The replication “component” β can then be replaced by the addition of one new sol-
id-headed arrow of induction to the diagram (Figure 8(d)) between Φ and f, which represents the new assump-
tion that an element b of B is in fact a processor (a not too unrealistic proposition if b is an enzyme). Efficient 
cause is now completely internalized: Rosen states that 

“as far as entailment is concerned, the environment is out of the picture completely, except for the initial input 
A.” [16] 

The “not unduly restrictive” constraint this imposes on the mapping A to B is that it must be invertible (i.e. 
mapping B back to A must also be valid). This formally requires that the metabolic mapping A to B be one- 
to-one, and not many-to-one29. 

Let us look at what has happened here. If we take A to be a package of hand-written code, and f to be a com-
piler (“metabolism”), then the output B can be a functional program30. Given suitable inputs Φ to B, we can ar-
range that the program (re)generates the compiler f (“repair”), but now we must justify the appearance of Φ 
(Figure 9(a)). If we continue the generative sequence, then we can spawn Φ, and therefore everything up to this 
point (except the initial “environmental supply” of written code A) from yet another program which is external 
to f, B and Φ. 

To finalize this project, we are now well on the way to constructing an infinite set of nested computational 
environments, each of which creates everything which is inside itself, but each of which must be created from 
outside (Figure 9(b))31. This is the ineffective scenario which Rosen avoids by referring his new replicating 
processor β back to the already-included processors f, B and Φ. In doing so he truncates the otherwise necessar-
ily infinite series of “efficient cause” processors. Figure 9(c) illustrates this process within our nested-environ-  

 

 
Figure 9. (a) Representing Rosen’s metabolism and repair as a program and its 
compiler; (b) redrawing the system as an infinite series of nested environments; (c) 
truncating the infinite nesting series by referring back to an earlier stage.           

 

 

28 “M” for metabolism; “R” for repair. 
29As A. H. Louie has pointed out (in a private communication), the constraint on the mapping A to B corresponds to an “abstract version of 
the one-gene-one-enzyme hypothesis”. Rosen’s book Life Itself was published in 1991. Given more recent post-Genome-Project discoveries 
of the importance of previously “discarded” junk-DNA and the critical nature of non-protein-creating reactions inside regions closely sur-
rounding the DNA double helix, the sufficiency of this hypothesis must be called into doubt—and along with it the sufficiency of this con-
straint in Rosen’s model, and of his reliance on formal mappings which preclude one-to-many relationships. This is critical in transplanting 
“infinity-truncation” to our own context of a naturally multiscaled system, where it is impossible to maintain externally-formal constraints 
on inter-scalar relationships—Rosen is effectively describing the occurrence of natural events in a formally-artificial system. 
30Note that this formulation corresponds to Rosen’s final proposition that b may be a processor. 
31Note that it is also possible to construct the nesting using Rosen’s (M, R) system as the “initial element”, in which case the central box 
would contain both f and B, but that the truncation argument then still holds. 
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ment formulation, where the constituents of β are assembled from levels which are inside β, thus truncating the 
infinite environmental nesting. The reader should be aware that Rosen’s “relational argument” and our own 
“nesting of computational environments” are mathematically equivalent, in that prior to truncation they share the 
same relational sequence in Rosen’s graph-theoretic formulation [16]: 

( ) ( )( ), , ,A B H A B H B H A B→ → → →                                  (3) 

where 
A B f→ =                                               (4) 

( ),B H A B→ = Φ                                           (5) 

( ) ( )( ), , ,H A B H B H A B β→ =                                     (6) 

The computational nesting is nominally multiscalar, but it is in fact a scale-less artificial system32, as can be 
concluded from examination of the graph-theoretic formulation, where it is possible to travel along the entire 
relational sequence by recourse to a single formal rationality (i.e. that within which Rosen constructed his argu-
ments). This confirms our earlier conjecture that Rosen’s approach takes no account of scale. Even if that were 
not the case, if we now attempt to derive by truncation an enclosing environment (or scale) from only a single 
enclosed environment (or “smaller” scale), then the result is again an artificial system, whose operations indeed 
apparently “converge”—but not to anything of any particular interest! Much more interesting is that by truncat-
ing the infinite series of computational environments we move from global system control to some kind of local 
control, corresponding to Rosen’s [16] requirement for the internalization of efficient cause in living systems. 

Our interest in Rosen’s approach to internalizing efficient cause is probably now becoming clear. Can we use 
it to see how the conscious mind appears “as if from nothing” in an organism, and in doing so can we relate the 
mind to intelligence and sapience? 

Let us assemble the elements we need for this argument. 
1) The quasi-stability of very large natural systems demands that they are multiscalar. 
2) Inter-scalar transit in a natural system is counter-rational, in that we cannot rely on the rationality of any 

specific scale when crossing between scales33. 
3) Individual scales are partially en-closed, and communicate with their neighbors through autonomy negotia-

tion. 
4) Intelligence is a tool which permits inter-scalar transit, in that it facilitates derivation of the “sub-global” 

representations of scale from collections of individual elements. 
5) Sapience is a “higher-level” tool, in that it facilitates the derivation of “global” hyperscalar representations 

from collections of individual scales. 
6) Intelligence and sapience depend for their success on mutual observation between the subjects of their “in-

tegrations”. 
7) From within hyperscale we can “transparently” observe all scales, all elements which go to make up that 

hyperscalar environment—even those scales or elements which are fundamentally perceptionally invisible to us, 
for example the inside of a black hole! 

Figure 6 illustrates the construction and use of a hyperscalar environment. This could never be a static con-
struction, or its “owner”34 would no longer evolve, and would certainly fall victim to environmental change. The 
perpetual updating of all its inter-scalar and hyperscalar-scalar relationships, however, requires perpetual re- 
negotiation of all of its subsumed partial autonomies—there is a permanent mutual observation taking place. 
Now, is it possible that all of this takes place at a single scale? No, clearly not. So we again have a nested collec-

 

 

32Note the generality that if all parts and scales of a nominally multiscalar system can be accessed through a single rationality, then it will 
collapse into a scale-less system [28]. 
331 + 1 = 2 is itself counter-rational: the only conclusion we can draw from 1 + 1 is that it equals 1 + 1: any other conclusion is an externally 
imposed constraint on the system! The equation itself represents a multiscalar system (as do all equations), where apparently “2” emerges 
from “1 + 1”! There is no generally applicable natural manner in which the reduction of two parameters to one can be carried out unambi-
guously. It is worth noting that inter-scalar transit in the other direction—from one parameter to two—is even worse: this is the very nature 
of inter-scalar transit. 
34Note that through transparency, hyperscale and its owner ultimately become each other, and there is no longer any distinction between 
subject and object. Metzinger states at the conclusion of his paper [5], “… the conscious self is an illusion which is no one’s illusion”: it 
would more reasonably follow from our propositions that the conscious self is its own illusion. 
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tion of environments similar to our re-formulation of Rosen’s proposition. To cut a (very) long story short35, we 
believe that the internalization of material replication in Rosen’s organisms is mirrored by the internalization of 
observational replication in natural multiscalar systems. How could this take place? 

Rosen depends on the formalized partial isolation of the mappings induced by f, Φ and b to permit the equi-
valence between the “replicator” β and a combination of the “metabolizer” f and the “repairer” Φ. The devel-
opment of consciousness from mutual observation in a multiscalar natural system would depend on the partial 
isolation of individual scales from each other, and most particularly on the negotiated isolation of hyperscale 
from the collection of individual scales. In Metzinger’s [5] words: 

“We are systems that are not able to recognize their subsymbolic self-model as a model. For this reason we 
are permanently operating under the conditions of a ‘naïve-realistic misunderstanding’: we experience our-
selves as being in direct and immediate epistemic contact with ourselves. What we have in the past simply called 
‘self’ is not a non-physical individual, but only the content of an ongoing, dynamical process—the process of 
transparent self-modeling”. 

And where does this dynamical “process of transparent self-modeling” take place? 
Within the confines of an ongoing partially transparent hyperscale-to-and-from-multi-individual-scalar nego-

tiation. 
And how does observation from within hyperscale become stabilized to observation within hyperscal—how 

does the efficient cause of observation become internalized? 
By the natural convergence of inter-scalar and hyperscale-to-and-from-multi-individual-scalar autonomy nego-

tiations, which leads to coherent quasi-stabilized unity of the system and effectively to truncation of the infinite 
mutuality of observation of observation of observation of observation of observation… 

We believe that observation becomes progressively restricted to within the hyperscalar “phase-space”, where 
it can more easily access “everything it needs” through phenomenal transparency. It should by now be evident 
that we are not limiting ourselves to a proposition that “consciousness is the ultimate emergence of networked 
intelligent processing”, but that “consciousness” is more or less a property of all information processing: Tononi 
[29] [30] maintains that consciousness is equivalent to the integration of information. This does not preclude the 
generation of a degree of consciousness within the confines of a real neural network which is impossible at low-
er information-processing densities [24]—only that this kind of “high-level” consciousness is only ever gener-
ated within a hyperscalar environment. Nor does this suggest that we should be able to be aware of different le-
vels of our own mind’s consciousness: all of these would be subsumed into the transparency of hyperscale, 
where the only “different levels” we observe are ones that we internally “permit to exist”: ego naturally resolves 
the problem, by insisting that there is “me and only me”! Even so, intelligence requires an observational capaci-
ty at its own level; sapience does too; even the interactions of apparently “Newtonian” particles (controversially) 
do: “unconscious” cognitive processing is maybe not so unconscious after all! 

5. The Computational Implementation of Sapience 
It will be evident from the preceding discussion that computational implementation of sapience is not only an 
exceedingly complex affair, but that it also depends on prior computational implementation of intelligence. 
Herein lies the problem. Is it currently feasible to artificially implement intelligence? Clearly not. The con-
straints which are imposed on computational machines to validate their performance eliminate any possibility of 
non-preprogrammed operations. Computers are blind servants of their designers and users. More specifically, 
the primary function of the system clock in a digital computer, for example, is to eliminate any unforeseen36 
global-to-local influences: computer gates are completely isolated from each other, except for the inter-gate 
pathways laid down during the diffusion, poly-Si and metallization stages of their chips’ manufacture. This as-
pect of a computer cannot be overstated. Much is made of the emergence of global properties in digital-compu- 
tational simulations of multi-agent systems. There is no such emergence. The output of a digital computer is 
solely the result of its design, programming and data input: nothing is created that could not be done, albeit 
much more slowly, by personally following the process manually. The expression artificial intelligence is an 
oxymoron: intelligence is real, or it is not at all! 

So, is all lost? Is a search for computational sapience worthless? No, not at all. Computers are in their infancy. 

 

 

35In fact, to truncate an infinite sequence of considerations! 
36… or even foreseen! 
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The first, unreliably accurate analog ones were replaced by their digital counterparts, where the somewhat for-
giving nature of analog manipulations was replaced by the theoretically (and approximately practically) absolute 
precision of binary arithmetic, in return for the ever-present risk of catastrophic “system crash”. Alleviation of 
this risk entailed the categorical elimination of anything which lies outside their designers’ specifications37. In-
side a modern digital processor, extensive if not complete design testing has virtually eliminated catastrophic 
failure, but the risk is still unavoidably present in the combination of processor design with insufficiently tested 
application software. Current Air Traffic Control systems are demonstrably close to the limit of error-free design 
complication, but they are still nowhere near the complexity of even the simplest biological information proces-
sors. 

So where do we go next? How do we solve the dual computational problems of overbearing operational for-
mality and design error? And, more relevant to this paper, is it sufficient or even of value to decide within a di-
gitally-computational scenario which techniques and mechanisms are required to build computational intelligent 
or sapient systems? Is it enough, for example, to assume that James Albus’ description of intelligence is suffi-
cient for our general purpose, and to confidently say, therefore, that all that intelligent systems need to be able to 
do is to reason about actions, to generate plans, to compute the consequences of plans and compare them, to ex-
ecute plans, etc.? Given the mismatch between current digital computation techniques and the nature of intelli-
gence we have described in this paper, this would be very shortsighted. If we are to rely on the at least dual spe-
cification of intelligence and sapience, we must first attempt to decide which of them does what, even if we are 
not yet able to say how. Our exercise in terms of reasoning, actions, plans, decisions, and executions should then 
be used to inform ourselves where we should go next in what will be a very long search for implementation. 

One thing is clear. All of the examples of intelligence we meet in nature are at the very least multi-scalar. We 
will not be able to implement intelligence without attention to scale, to inter-scalar complexity, to scalar isola-
tion and to its attendant partial autonomies [7] [20]. None of these properties have any meaning in a purely digi-
tal context. Nature relies on digital-to-analog-to-digital codings in all its dealings. If we are to implement intel-
ligence, we must do likewise. Sapience is an even more esoteric “property”, in its reliance on all of the scales of 
a processing entity. Sapience does not reside “here” or “there”: it has, for an individual entity, something of the 
character of “language” across a quasi-unified society, with all its attendant multiplicities of definition, of 
meaning, of implication. An important facet of both inter-scalar-(intelligent) and multi-scalar-(sapient) correla-
tions is that any presumed orthogonality between systemic properties collapses [20]. Consequently, even the 
philosophically basic modes of analogic, inductive, deductive, abductive and subductive reasoning merge into a 
generalized contextually variable birational process [31]. Where could we “implement” these extreme systemic 
characteristics in a scheme which relies on absolute localization of its processing elements, as does a digital 
computer? Nowhere! We must first deal with the relatively simple intelligence of inter-scalar correlation, coop-
eration and conflict before we can even contemplate “integrating” a multiplicity of inter-scalar “systems” into a 
unified sapience. 

6. Wisdom Is Everything 
Homo sapiens (Latin) means “wise” or “clever” human—further classified into the subspecies of homo sapiens 
neanderthalensis (Neanderthals) and homo sapiens sapiens (Cro-Magnons and present-day humans). 

Again following Jean-Luc Doumont’s criteria, we should first state the major conclusion which we will draw 
from this section of the paper. This will be that 

wisdom subsumes intelligence, sapience and consciousness. 
So what does wisdom consist of? 
“To Socrates, Plato, and Aristotle, philosophy is about wisdom. The word ‘philosophy’, philosophía, to ‘love’ 

(phileîn) ‘wisdom’ (sophía), supposedly coined by Pythagoras, reflects this. Just what wisdom would involve, 
however, became a matter of dispute”38. 

One of our major contentions in this paper is that if we equate the term sapience directly to wisdom we risk 
missing out a critical aspect of cognitive processing. Problematically, however, a substantive “architecture” of 

 

 

37A very early problem with digital circuitry, for example, was the unpredictable result of applying simultaneous “ones” to both inputs of an 
(R-S) flip-flop. This indeterminacy was eliminated by adding circuitry which ensures that the subsequent state of a (J-K) flip-flop is well de-
fined (always assuming, of course, that the power supply and system clock are operating as we expect them to!). 
38Proceedings of the Friesian School: http://www.friesian.com/wisdom.htm  

http://www.friesian.com/wisdom.htm
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wisdom has never been articulated, and we find ourselves lacking a name for the specific attribute of wisdom 
which in “architectural” terms provides an intermediate faculty between the apparent simplicity and comprehen-
sibility of intelligence and the “godlike” state of wisdom: 

“The truth is this: no one of the gods loves wisdom {philosopheîn} or desires to become wise {sophós}, for 
he is wise already. Nor does anyone else who is wise love wisdom. Neither do the ignorant love wisdom or de-
sire to become wise, for this is the harshest thing about ignorance, that those who are neither good {agathós} nor 
beautiful {kalós} nor sensible {phrónimos} think that they are good enough, and do not desire that which they 
do not think they are lacking.” [32] 

We propose using the word sapience uniquely to describe this faculty of intermediacy between intelligence 
and wisdom. In doing so we do not presuppose that “this is the end of the matter”—but hope that by locating in-
telligence, sapience and wisdom realistically with respect to each other we may stimulate further, more detailed 
analysis of the extreme complexity of cognitive processing. 

It is tempting to think in terms of a comparative scale. Wisdom stands far above the other individual elements 
of our conclusion, but we cannot establish an immutable order for intelligence, sapience and consciousness. 
Wisdom collapses in the absence of any one of these, and there is no state or performance of “partial wisdom” 
corresponding to the presence of only one or two of these three dramatis personae. Wisdom emerges from intel-
ligence, sapience and consciousness, and this in the context of mind. 

It is relatively easy to distinguish between intelligence, sapience and wisdom if we check to which domains of 
a hyperscalar system each is relevant. Intelligence is local with respect to scale (and operates primarily in a 
“bottom-up” manner); sapience is local with respect to hyperscale (and operates primarily in a “top-down” 
manner); wisdom is global with respect to both scale and hyperscale, and it is consequently “outside rationality” 
(and takes account of not only “bottom-up” and “top-down” considerations, but also scalar and hyperscalar as-
pects of all the relationships between a system and its environment39). 

It is essential to notice that in a multiscalar system Aristotle’s [15] final cause is not unique: interscalar com-
municational difficulties preclude complete transfer of knowledge from one scale to another, and consequently 
in a naturally-correlated hyperscalar system there are at least as many versions of final cause as there are recog-
nizable representations of the system, and there will be a sense of hierarchy in the degree to which a specific 
“local final cause” may be relevant from the “point of view” of a more global one. 

A fine example of the relationship between intelligence, sapience and wisdom can be found in the hypotheti-
cal reactions of a soldier, threatened along with his40 comrades by an enemy machine gun. Intelligence may tell 
him amongst other things that if he wants to see what is happening he should put his head up; his sapient instinct 
to survive may moderate his choice of action and use his intelligence to keep his head down; his wisdom may 
well initially support his sapient conclusion, but his societal mind may cause him to rush forwards to disable the 
gun and thus save his comrades—even though he will be aware that in doing so he may lose his own life. Cogni-
tive processing may well remain purely internal up to and including the level of sapience, but to arrive at a state 
of wisdom, society must necessarily enter into consideration. 

Although wisdom is often equated to goodness41, the authors do not accept that this is necessarily the case. It 
seems more likely that the wisdom we have been describing in this paper is that pertaining to an individual (hu-
man) organism—even though that individual may well act in the knowledge and consideration of the society in 
which he or she is embedded, as in our “hypothetical example”. It seems more likely that a yet “higher form of 
wisdom” could be established, which resides in the abstraction of “society”, and which establishes its own code 
of auto-defined good and evil through globally-correlated peer pressure. Such a phenomenon would be a social-
ly-hyperscalar construction of individual-hyperscalar elements. Could this equate to ethics? 

 

 

39The inclusion of environmental or ecosystemic influences at this point in our argument would be both superfluous and confusing—we 
have left discussion these aspects to the later Annex to this paper. 
40Our use of the masculine form here is intentionally sexist—if possible we should prefer to remove any person from this hypothetical con-
text, but if we cannot do so we would prefer to eliminate at least those whose survival is most important in the medium term to the continua-
tion of both species and society. It is worth remembering that the hypothetical example we refer to here is reflected in the real wartime ac-
tions of many soldiers, and in the peacetime actions of many individuals who find themselves caught up with others in large-scale disasters 
(for example in the sinking of the Herald of Free Enterprise: http://en.wikipedia.org/wiki/MS_Herald_of_Free_Enterprise: “A number of the 
disaster’s heroes received awards, including a George Medal for ex-policeman Andrew Parker. He became known as ‘the human bridge’ 
when he saved his wife, his 12-year-old daughter and about 20 other passengers who walked over his body to safety”: 
http://www.edp24.co.uk/norfolk-life/the_memories_live_on_1_695035 
41Aristotle’s view of good is that “mankinds always act in order to obtain that which they think good” [15]. 

http://en.wikipedia.org/wiki/MS_Herald_of_Free_Enterprise
http://www.edp24.co.uk/norfolk-life/the_memories_live_on_1_695035
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7. Intelligence, Sapience and Semiotics 
The argumentation we have presented is not in itself strange—it is an empirical construction, not an intellectual 
one. Apparent strangeness appears purely as a result of our insistence on accurately locating the viewpoints we 
adopt in our observations. 

There is no obvious reason why nature should obey the presupposition that rationality be homogeneous across 
different scales; “reason” leads us to exactly the opposite conclusion. Information is always contextual. Informa-
tion processing in a system always takes place between “architectural” scales, rather than at a single scale. Intel-
ligence is the “tool” which permits an “overview” of the relevance of individual items of information to their 
assembly for a scale-specific purpose. The overall scalar and hyperscalar characters of informational architec-
tures are most striking, however, in the way they mirror Peirce’s [33] semiosic categories [34]. We can do no 
better than to quote the following three passages from Edwina Taborsky [35]. 

“There are three basic Peircean modalities of codal organization. They are a Firstness of possibility, a Se-
condness of individuality and a Thirdness of normative habits of the community… Firstness is an internal codi-
fication that measures matter without references to gradients of space and time, and ‘involves no analysis, 
comparison or any process whatsoever, nor consists in whole or in part of any act by which one stretch of con-
sciousness is distinguished from another’ [33]. Matter encoded within firstness… is unable to activate recording 
or descriptive systems, which are secondary referential codes that provide the stability of memory”. 

Which excellently describes the collection at a single scale whose distinctiveness we have proposed earlier 
(see Figure 1(a), for example). 

“Secondness as a measurement collapses the expansive symmetrical capacities of firstness, by providing spa-
tial gradients and temporal parameters that act as proximate referential values to inhibit and constrain the 
energy encoded in firstness. Secondness refers to ‘such facts as another, relation, compulsion, effect, depen-
dence, independence, negation, occurrence, reality, result’ [33]. Matter encoded within secondness is oriented 
and intimately linked to this local context, and we can assign a definite quantitative and qualitative description 
to its identity”. 

Which corresponds to both the emergent scenario illustrated in Figure 1(c) and Figure 3 and its resultant 
downward elemental slaving and, as we have made clear, requires intelligence for its accomplishment. 

“Thirdness is a process of distributive codification, operative both externally and internally, that transforms 
the multiplicity of diverse sensory-motor data into universal diagrammes. ‘… there is some essentially and irre-
ducibly other element in the universe than pure dynamism or pure chance (and this is) the principle of the 
growth of principles, a tendency to generalization’ [33], or more simply, the tendency to ‘take habits’. Thirdness 
sets up a general model that works to glue, to bind, to relate, to establish relationships and connected interac-
tions. It extracts descriptions from the diverse instantiations of experiences and ‘translates’ them into a syncret-
ic diagramme such that subsequent local instantiations can emerge as versions or representations of these gen-
eral morphologies. Thirdness is a ‘matter of law, and law is a matter of thought and meaning’ [33]”. 

Which mirrors our description of hyperscalar form and character, and the resultant operational function of sa-
pience. 

8. Conclusions 
It is comparatively easy to state our final conclusion—the reader has been aware of it throughout this text—that 

we live within hyperscale: intelligence is how we get there; sapience is how we remain there.42 
The section headings we have used in the paper make up the next most detailed level of conclusion: intelli-

gence sees scale; sapience sees all scales; consciousness makes it all happen; wisdom is everything. 
Biological cells can portray themselves to their surroundings in whatever manner they “wish”, by enclosing 

themselves in an “impenetrable” lipid membrane and then opening up the communication channels they require. 
A hyperscalar sapient environment provides the means of managing such a selectively-communicative survival 
strategy, by delivering an apparently multiscalar view of surrounding phenomena without the computational 

 

 

42The authors wish to thank one of their internal reviewers of this paper for suggesting that they answer the following question: “Is a cock-
roach intelligent and sapient because (through its capacity to survive) it fulfills the argumentation: ‘intelligence is how we get there; sa-
pience is how we remain there’”. As an answer we propose the following. Yes, of course it is… but also, of course, only to the limits of its 
inherent (neural…) capabilities. Although sapience is a (~the) “high-level” characteristic, its “presence” or “absence” is not defined by the 
neural capacities of its possessor, but by the degree of unification of its entire information-processing assembly, including motor/sensor rela-
tionships with its environment. 
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complexities of inter-scalar transit. In a complex, multiscalar, ever-changing environment there is much to be 
said for the construction of a strategic interface between the simplicity of our thinking and the complexity “out 
there”. System unity presumes a degree of coherence across all the scales of a system: sapience is the “tool” 
which permits an evaluation of the relevance of both individual items and individual scales of information to a 
common purpose. We have proposed using the word sapience uniquely to describe the faculty of intermediacy 
between intelligence and wisdom. 

Hyperscalar coherence is created through mutual inter-scalar observation, whose recursive nature generates 
the independence of high-level consciousness, making humans human. We conclude, however, that intelligence 
and sapience are distinct and necessary properties of all information processing systems, and that the degree of 
their availability controls a system’s or a human’s cognitive capacity, if not its application. This establishes in-
telligence and sapience as prime ancestors of the conscious mind. 

We have presented in this paper an argument which associates intelligence and sapience with the specific 
characteristics of a natural multiscalar hierarchy (for an introduction to hierarchy, see [36]). It would be most 
useful if the generation of hyperscale from an assembly of individual scales could be formally represented. To 
our knowledge, however, there is no currently available mathematical approach which can satisfactorily deal 
with the native irrationalities of information integration across multiple scales. 

And finally, with respect specifically to sapience: sapience goes much further than does intelligence, in its 
wide ranging considerations, and its cross-scale harmonizing and resolution of conflicting goals, causes and ef-
fects. We conclude that sapience is a fundamental system property, but one which only manifests itself within 
systems whose hierarchical structure is sufficiently complex for hyperscalar interactions to be able to dominate 
the crude automatisms of inter-scalar slaving [21], namely within the high-level mental capacities of living sys-
tems, and most particularly of humans: 

hyperscale puts the sapiens into homo. 

References 
[1] Albus, J.S. (1991) Outline for a Theory of Intelligence. IEEE Trans Systems, Man and Cybernetics, 21, 473-509.  

http://dx.doi.org/10.1109/21.97471 
[2] Albus, J.S. and Meystel, A.M. (2001) Engineering of Mind: An Introduction to the Science of Intelligent Systems. Wi-

ley, Hoboken. 
[3] Cottam, R., Ranson, W. and Vounckx, R. (2008) The Mind as an Evolving Anticipative Capability. Journal of Mind 

Theory, 39-97. 
[4] Schempp, W. (1992) Quantum Holography and Neurocomputer Architectures. Journal of Mathematical Imaging and 

Vision, 2, 279-326. http://dx.doi.org/10.1007/BF00121876    
[5] Metzinger, T. (2004) The Subjectivity of Subjective Experience: A Representationalist Analysis of the First-Person 

Perspective. Networks, 3-4, 33-64.  
[6] Tononi, G. and Edelman, G.M. (1998) Consciousness and Complexity. Science, 282, 1846-1851.  

http://dx.doi.org/10.1126/science.282.5395.1846 
[7] Cottam, R., Ranson, W. and Vounckx, R. (2004) Autocreative Hierarchy I: Structure-Ecosystemic Dependence and 

Autonomy. SEED Journal, 4, 24-41. 
[8] Sigmund, K. (1993) Games of Life: Explorations in Ecology, Evolution, and Behavior. Oxford University Press, New 

York.  
[9] Cottam, R., Ranson, W. and Vounckx, R. (2000) A Diffuse Biosemiotic Model for Cell-to-Tissue Computational Clo-

sure. Biosystems, 55, 159-171. http://dx.doi.org/10.1016/S0303-2647(99)00094-5 
[10] Rosen, R. (1997) Transcript of a Videotaped Interview of Dr. Robert Rosen, Recorded in July 1997 in Rochester, New 

York, USA by Judith Rosen. http://www.people.vcu.edu/~mikuleck/rsntpe.html 
[11] Rosen, J. and Kineman, J. (2005) Anticipatory Systems and Time: A New Look at Rosennean Complexity. Systems 

Research and Behavioral Science, 22, 399-412. http://dx.doi.org/10.1002/sres.715 
[12] Mikulecky, D.C. (2009) Definition of Complexity.  

http://www.people.vcu.edu/~mikuleck/ON%20COMPLEXITY.html 
[13] Cottam, R., Ranson, W. and Vounckx, R. (2005) Life and Simple Systems. Systems Research and Behavioral Science, 

22, 413-430. http://dx.doi.org/10.1002/sres.716 
[14] Collier, J.D. (1999) Autonomy in Anticipatory Systems: Significance for Functionality, Intentionality and Meaning. In: 

http://dx.doi.org/10.1109/21.97471
http://dx.doi.org/10.1007/BF00121876
http://dx.doi.org/10.1126/science.282.5395.1846
http://dx.doi.org/10.1016/S0303-2647(99)00094-5
http://www.people.vcu.edu/%7Emikuleck/rsntpe.html
http://dx.doi.org/10.1002/sres.715
http://www.people.vcu.edu/%7Emikuleck/ON%20COMPLEXITY.html
http://dx.doi.org/10.1002/sres.716


R. Cottam et al. 
   

 
34 

Dubois, D.M., Ed., Proceedings of Computing Anticipatory Systems: CASYS’98-2nd International Conference, AIP 
Conference Proceedings, 465, 75-81.  

[15] Aristotle (2000) Politics 1 (1), 1. Translated by Jowett, B. Dover Publications Inc., New York. 
[16] Rosen, R. (1991) Life Itself: A Comprehensive Enquiry into the Nature, Origin, and Fabrication of Life. Columbia 

University Press, New York. 
[17] Matsuno, K. (1996) Internalist Stance and the Physics of Information. BioSystems, 38, 111-118.  

http://dx.doi.org/10.1016/0303-2647(95)01580-9 
[18] Salthe, S.N. (2001) Theoretical Biology as an Anticipatory Text: The Relevance of Uexküll to Current Issues in Evolu-

tionary Systems. Semiotica, 134, 359-380. 
[19] Rosen, R. (1985) Anticipatory Systems: Philosophical, Mathematical and Methodological Foundations. Pergamon, 

New York, 423. 
[20] Cottam, R., Ranson, W. and Vounckx, R. (2003) Autocreative Hierarchy II: Dynamics—Self-Organization, Emergence 

and Level-Changing. International Conference on Integration of Knowledge Intensive Multi-Agent Systems, Piscata-
way, IEEE, 30 September-4 October 2003, 766-773. 

[21] Haken, H. (1984) The Science of Structure: Synergetics. Prentice Hall, New York. 
[22] Tschacher, W. and Haken, H. (2007) Intentionality in Non-Equilibrium Systems? The Functional Aspects of Self-Or- 

ganized Pattern Formation. New Ideas in Psychology, 25, 1-15. http://dx.doi.org/10.1016/j.newideapsych.2006.09.002 
[23] Salthe, S.N. (2012) Information and the Regulation of a Lower Hierarchical Level by a Higher One. Information, 3, 

595-600. http://dx.doi.org/10.3390/info3040595 
[24] Cottam, R., Ranson, W. and Vounckx, R. (1998) Emergence: Half a Quantum Jump? Acta Polytechnica Scandinavica, 

91, 12-19. 
[25] Cottam, R., Ranson, W. and Vounckx, R. (1999) A Biologically Consistent Hierarchical Framework for Self-Referen- 

cing Survivalist Computation. In: Dubois, D.M., Ed., Proceedings of Computing Anticipatory Systems: CASYS’99-2nd 
International Conference, AIP Conference Proceedings, 517, 252-262.  

[26] Cottam, R., Ranson, W. and Vounckx, R. (2006) Living in Hyperscale: Internalization as a Search for Reunification. 
15th Annual Conference of the International Society for the System Sciences Proceedings, #06-382, ISSS, Sonoma, 
9-14 July 2006, 1-11. 

[27] Fowles, J. (1969) The French Lieutenant’s Woman. Little, Brown & Co., Boston. 
[28] Cottam, R., Ranson, W. and Vounckx, R. (2008) Bi-Sapient Structures for Intelligent Control. In: Mayorga, R.V. and 

Perlovsky, L., Eds., Toward Artificial Sapience, Springer, New York, 175-200.  
http://dx.doi.org/10.1007/978-1-84628-999-6_11 

[29] Tononi, G. (2004) An Information Integration Theory of Consciousness. BMC Neuroscience, 5, 1-22. 
[30] Tononi, G. (2008) Consciousness as Integrated Information: A Provisional Manifesto. Biological Bulletin, 215, 216- 

242. http://dx.doi.org/10.2307/25470707 
[31] Cottam, R., Ranson, W. and Vounckx, R. (2013) A Framework for Computing Like Nature. In: Dodig-Crnkovich, G. 

and Giovagnoli, R., Eds., Computing Nature, in the SAPERE Series, Springer, Heidelberg, 23-60. 
[32] Plato (2001) Symposium, a Translation by Benardete, S. with Commentaries by Bloom, A. and Benardete, S., 203E- 

204A. University of Chicago Press, Chicago. 
[33] Peirce, C.S. (1958-1966) Collected Papers. In: Hartshorne, C., Weiss, P. and Burks, A., Eds., The Collected Papers of 

Charles Sanders Peirce, Vol. 1, Harvard University Press, Cambridge, III, 2, A6; III, 2, B3; III, 2, C3.  
[34] Cottam, R. and Ranson, W. (2013) A Biosemiotic View on Consciousness Derived from System Hierarchy. In: Pereira 

Jr., A. and Lehmann, D., Eds., The Unity of Mind, Brain and World: Current Perspectives on a Science of Conscious-
ness, Cambridge University Press, Cambridge, 77-112. http://dx.doi.org/10.1017/CBO9781139207065.004 

[35] Taborsky, E. (2004) Dynamics of the Informational Interface. Journal of Computing Anticipatory Systems, 16, 169- 
185. 

[36] Salthe, S.N. (1985) Evolving Hierarchical Systems. Columbia University Press, New York. 
[37] Cottam, R., Ranson, W. and Vounckx, R. (2001) Artificial Minds? 45th Annual Conference of the International Society 

for the System Sciences Proceedings, #01-114, ISSS, Asilomar, 8-13 July 2001, 1-19. 
 
 
 

http://dx.doi.org/10.1016/0303-2647(95)01580-9
http://dx.doi.org/10.1016/j.newideapsych.2006.09.002
http://dx.doi.org/10.3390/info3040595
http://dx.doi.org/10.1007/978-1-84628-999-6_11
http://dx.doi.org/10.2307/25470707
http://dx.doi.org/10.1017/CBO9781139207065.004


R. Cottam et al. 
 

 
35 

Appendix: Environment and Birationality 

In the aftermath of argumentation, we should now “come clean” and admit that we have judiciously cheated a 
little. As the astute reader will have noticed, we have not until now followed up on the comment which con-
cluded Footnote 2 above—namely that 

“(Quantum Holography) corresponds in many ways to the architectural scheme underlying the argumentation 
of this paper—most particularly in its exploitation of birationality”. 

Birationality has been conspicuously absent from the bulk of the paper, and consequently there are a good 
many details of the architectural scheme which have necessarily been left rather “hanging in the air”. An exten-
sive treatment of birationality can be found in [7] [20]; we will here present a skeletal outline of its implications 
for intelligence, sapience and wisdom. 

The key aspect of birationality popped up at the start of Section 1 of this paper, in James Albus’ definition of 
intelligence, which is phrased entirely in terms of the relationship between an entity and its environment. The 
upsurge in environmentalism during the last few decades of the twentieth century, and its concentration on the 
importance of ecosystem to the perpetuation of species, provides a powerful analogue for the relationship be-
tween any entity and the domain within which it resides. This can be conveniently extended to… no, that is not 
at all correct… we should not be categorizing our synthesis as an extension of ecosystemics to other domains: 
ecosystemics is the primeval nature of all domains, from the birth of the universe down to the smallest action—it 
is simply our shortness of vision which has led us in general to presume until now the viability of systems which 
are divorced from ecosystemic influence. The crucial point here is that we cannot model entity-ecosystemic in-
teractions using a single rationality [37]—we require a rationality which is at least as comprehensive as the sub-
ject of our modeling. Consequently, if we are to coherently model not only complex living organisms, but also 
the way they are embedded in their environment or ecosystem, we require a rationality which as the bare mini-
mum can deal with a pair of complementary points of view—we need at least birationality. 

Figure 10(a) shows the bare bones of a birational multiscalar natural hierarchy. Each vertical line represents a 
different scale of the same entity, as indicated. As we have pointed out, inter-scalar transit is not at all easy, and 
adjacent scales of the entity are separated by regions of complexity. Techniques for inter-scalar “transit” in a bi-
rational system appear to be related to a generalized form of quantum error correction [20], but much further re-
search is needed to verify this assumption and apply it to cross-scalar integration in practical contexts. The sur-
prising feature of a natural hierarchy is that these complex regions are differently scaled representations of the 
entity’s ecosystem; and most surprising is that the collection of complex regions forms a second complementary 
hierarchy, interleaved with the first one (Figure 10(b)). 

We suggested earlier that intelligence operates primarily in a bottom-up mode. Figure 10(c) indicates how the 
top-to-and-from-bottom loop is closed by operation of the ecosystemic companion process to intelligence, which 
also operates in a bottom-up manner, but now within the complementary hierarchy. There is similarly a com-
plementary association of the collection of ecosystemic scales, so now we have two hyperscalar correlations, 
one for the entity and the other for its ecosystem, and consequently two formulations of sapience (Figure 11). 
We have proposed elsewhere [7] that these two hyperscalar constructions provide the groundings for reason and 
emotion in the human psyche, and that they are associated with conscious and unconscious aspects of cognition. 

 

 
Figure 10. (a) The simplified representation of a birational hierarchy: the “normal” rationality (solid line) is reduc-
tive towards localization; the “complementary rationality” (dashed line) is reductive towards nonlocality; (b) the two 
interleaved complementary-rational hierarchies of a natural hierarchy; the simplest entity-scale (solid line) is asso-
ciated with the most complex ecosystem-scale (cross-hatching), and vice versa; (c) closing of the bottom-up-top- 
down loop of intelligence by its companion ecosystemic process.                                            
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Figure 11. Interactions between the two hyperscalar “phase-spaces” of a birational natural 
hierarchy, providing an environment within which relationships between “reason” and “emo-
tion” may develop.                                                               

 
It is notable that all the way up the “tree of emergence” in an entity, from the smallest detail up to hyperscalar 

integration, there is a bifurcation of scalar character between entity and ecosystem. At the highest cognitive level, 
however, the interplay between these two hyperscalar integrations culminates in the generation of a single uni-
fied property—that of wisdom. It is for this reason that we distinguish in this paper between sapience—as the 
property of only one of the pair of hyperscalar integrations in a natural system—and wisdom, which is the 
merged property of both hyperscalar integrations. Wisdom is the sole singular systemic property and the ulti-
mate overarching consequence of cognition that drives action. 
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