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Abstract 
This paper is an attempt to work out a compromise allocation to construct combined ratio esti-
mates under multivariate double sampling design in presence of non-response when the popula-
tion mean of the auxiliary variable is unknown. The problem has been formulated as a multi-ob- 
jective integer non-linear programming problem. Two solution procedures are developed using 
goal programming and fuzzy programming techniques. A numerical example is also worked out to 
illustrate the computational details. A comparison of the two methods is also carried out. 
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1. Introduction 
Often in sample surveys the main variable is highly correlated to another variable called an auxiliary variable 
and the data on auxiliary variable are either available or can be easily obtained. In this situation to obtain the es-
timate of the parameters regarding the main variable the auxiliary information can be used to enhance the preci-
sion of the estimate. Ratio and Regression Methods and double sampling technique are some examples. When 
data are collected on the sampled units of the main variable due to one or the other reason, data for all the se-
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lected units cannot be obtained. This result is an incomplete and less informative sample. This phenomenon is 
termed as “non response”. [1] is the first one to consider this problem. Furthermore, when auxiliary parameters 
are unknown, they can be estimated from a preliminary large sample. Then a second sample is obtained in which 
the main and auxiliary, both the variables are measured. Often a second sample is a subsample of the first. In 
such cases only the main variable is to be measured in the second sample. This technique is called “Double 
Sampling” or “Two Phase Sampling”, [2]-[11] are some who used the auxiliary information in sample surveys. 
[10] has worked on the problem in which ratio estimator has been considered for population mean under double 
sampling in presence of non-response for a univariate population. 

In the present paper, we considered combined ratio estimators of the population means of a multivariate stra-
tified population using double sampling in presence of non-response. Compromise allocations at first and second 
phase of double sampling are obtained by formulating the problems as multi-objective integer non-linear pro-
gramming problems. Solution procedures are developed by using goal programming and fuzzy programming 
techniques. A numerical example is also worked out to illustrate the computational details. A comparison of the 
two methods is also carried out.  

When auxiliary information is available, the use of Ratio method of estimation is well known in univariate 
stratified sampling. Formulae are also available to work out optimum allocations to various strata [12]. In mul-
tivariate case finding an allocation that gives optimum results for all the characteristics is not possible due to the 
conflicting nature of the characteristics. Compromise allocation is used in such situations. Furthermore, if the 
problem of non-response is also there, the situation becomes more complicated. The paper is structured as be-
low: 

In Section 2 of the manuscript combined ratio estimates for the population means of the “p” characteristics in 
presence of non-response using double sampling are constructed. Section 3 formulates the problem of obtaining 
compromise allocations for phase-I and phase-II of the double sampling as an integer nonlinear programming 
problem (INLPP). Sections 4 and 5 show that how these INLPP’s can be transformed to apply the Goal Pro-
gramming Technique (GPT) and the Fuzzy Programming Technique (FPT) to solve the transformed problems. 
Section 6 provides an application of the techniques through a numerical data. In the last Section 8 gives the con-
clusion and the future work trend for interested readers. 

2. The Combined Ratio Estimate in Multivariate Stratified Double Sampling  
Design in Presence of Non-Response 

Consider a multivariate stratified population of size N  with L  non-overlapping strata of sizes 1 2, , , LN N N  

with 1
L

hh N N
=

=∑ . Let p  characteristics be defined on each unit of the population. If 1 2, , , LN N N  are not  
known in advance then the strata weights , 1, 2, ,h hW N N h L= =   also remain unknown. In such situation 
double sampling technique may be used to estimate the unknown strata weights. For this a large preliminary 
simple random sample of size n′  is obtained at the first phase of the double sampling, treating the population 
as unstratified. The number of sampled units ; 1, 2, ,hn h L′ =   falling in each stratum is recorded. The quantity 

h hw n n′ ′=  will give an unbiased estimate of hW . Simple random subsamples, without replacement of sizes 
; 1, 2, , ;0 1h h h hn n h Lµ µ′= = < ≤  are then drawn out of hn′  from each stratum for values of hµ  chosen in 

advance. 
For the jth  characteristics and the hth  stratum denote by 

jhiy  the value of the ith  population (sample) unit of the main variable. 
jhix  the value of the ith  population (sample) units of the auxiliary variable. 

1

1 hN
jh jhii

h

Y y
N =

= ∑  and 1

1 hn
jh jhii

h

y y
n =

= ∑  the stratum mean and the sample mean respectively for the main 

variable.  

1

1 hN
jh jhii

h

X X
N =

= ∑  and 1

1 hn
jh jhii

h

x y
n =

= ∑  denote the same values for the auxiliary variable. 

In double sampling for stratification the combined ratio estimate of the population mean of the jth  charac-
teristics is given as 

( )
1

; 1, 2, ,
L

h jhj CRDS
h

y w r j p
=

= =∑                                  (1) 
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where “CR” and “DS” stand for “combined ratio” and “double sampling” respectively. 
Further, 

ˆ ˆ, jst
jh jst j jst

jst

y
r R X R

x
= =  

1

L

js h jh
h

y w y
=

= ∑  

1

L

js h jh
h

x w x
=

= ∑  

The sampling variance of ( )j CRDSy  is 

( )( ) 2 2

1

1 1 1 1 1
L

yj h rjhj CRDS
h h

V y S w S
n N n µ=

  = − + −  ′ ′   
∑                         (2) 

2
rjhS  in (2) is defined as 

2 2 2 2 2
j jrjh yjh j xjh j x y hS S R S R S= + −                                 (3) 

where jR  are true population ratios given as 

j
j

j

Y
R

X
=  

2 2,yjh xjhS S  are the stratum variances of the jth  characteristics in the hth  stratum for main variable and aux-
iliary variables respectively and 

j jx y hS  are the stratum co-variances of the jth  characteristics in the hth   

stratum for 1, 2, , ; 1, 2, , .j p h L= =   
In the presence of non-response, let out of the hn  units 1hn  units respond at the first call and 2 1h h hn n n= −  

units constitute the non-respondents group. Using [1], a subsample of size * *
2 2 ;0 1h h h hm k n k= < ≤  out of 2hn   

is drawn and interviewed with extra efforts. Where *; 1, 2, ,hk h L=   are fixed in advance. 

An combined ratio estimate ( )
*
j CRDSy  of jY  may be given as 

( )
* *

1

L

h jhj CRDS
h

y w r
=

= ∑                                        (4) 

where 

21 1 2* hh jh h jm
jh

h

n r n r
r

n
+

=  

1jhr , 
2hjmr  are the sample mean of the ratio estimates for respondents (based on 1hn  units) and non-respon- 

dents group (based on 2hm  units) respectively. 
Using the results presented in [12]—Sections 5A.2, 12.9 and 13.6 we get ( )( )*

j CRDSV y  in presence of non-re- 
sponse as 

( )( ) ( )( )
*

* 2
2 2*

1

*
2 2 2

2 2*
1 1

11

11 1 1 1 11

L
h

h rjhj CRDS j CRDS
h h h

L L
h

yj h rjh h rjh
h hh h h

k
V y V y w S

n k

k
S w S w S

n N n n k

µ

µ µ

=

= =

 −
= +  ′  

   − = − + − +    ′ ′ ′     

∑

∑ ∑
              (5) 

where, 
2 2 2 2
2 2 2 22

j jrjh yjh j xjh j x y hS S R S R S= + −  
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2 2
2 2,yjh xjhS S  are the stratum variances of the jth  characteristics of the non-respondents in the hth  stratum 

for main variable and auxiliary variable respectively. 2 j jx y hS  is the stratum co-variances of the jth  characte-
ristics of the non-respondents in the hth  stratum [11]. 

The total cost of the survey may be given 

0 1 11 1 12 2
1 1 1

L L L

h h h h h h
h h h

C c n c n c n c m
= = =

′= + + +∑ ∑ ∑                              (6) 

where, 
0c  is the per unit cost of getting information from the preliminary sample n′ . 
1hc  is the per unit cost of of making the first attempt (Phase I). 
11hc  is the per unit cost of processing and analyzing the result of all the p  characteristics on the 1hn  res-

pondents units in the hth  stratum at Phase I. 
12hc  is the per unit cost of measuring and processing the result of all the p  characteristics on the 2hm  

subsampled units from non-respondents group in the hth  stratum at Phase II. 
Since 1hn  is not known until the first attempt is made, the quantity 1h hw n  may be used as its expected value. 

The total expected cost Ĉ  of the survey is then given as 

( )0 1 11 1 12 2
1 1

ˆ .
L L

h h h h h h
h h

C c n c c w n c m
= =

′= + + +∑ ∑                              (7) 

3. Formulation of the Problem 
In Phase I, we obtain the sample size hn  in each stratum by minimizing variance given in (5) for fixed cost 
given in (7). At Phase II subsample size from non-respondents group has been obtained by minimizing the sam-
pling variance in (5) for given cost in (7). 

3.1. Formulation of the Problem at Phase I  
Expression (5) can be expressed as 

( )( )*

1
; 1, 2, ,

L
jh

jj CRDS
h h

y V j p
n
α

=

= = =∑                                 (8) 

where the terms independent of hn  are ignored 

( )*
2 2

2 2*

11and h
jh h h jh h h jh

h

k
w n S w n S

n k
α

  −
  ′ ′= +
 ′  

  
                          (9) 

The cost constraint (7) becomes 

( )1 1 11 0
1

ˆ
L

h h h h
h

c w c n C
=

+ ≤∑                                     (10) 

where 

0 0 12 2
1

ˆ ˆ
L

h h
h

C C c n c m
=

′= − −∑  

Thus the multi-objective formulation of the problem at Phase I becomes 

( )

1

1 1 11 0
1

Minimize ; 1,2, , simulteniously

ˆSubject to

2
and integers; 1,2, ,

L
jh

j
h h

L

h h h h
h

h

h

h

V j p
n

c w c n C

n n
n h L

α

=

=


= = 


+ ≤ 

′≤ ≤


= 

∑

∑





                      (11) 

(see [11]). 
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3.2. Formulation of the Problem for Phase II 

Ignoring the term independent from 2hm  in (5), substituting *
2 2h h hk m n=  and ,h

h
h

n
v

n
=

′
 for 1, 2, , ,j p= 

expression (5) can be written as  

1 2

; 1, 2, ,
L

jh

h h
jV j p

m
β

=

′ = =∑                                  (12) 

where 
2

2 2 2

1

1 L
h h jh

jh
h h

hw n n
n

S
n

β
=

′

′
= ∑                                  (13) 

The cost constraint becomes 

12 2 0
1

ˆ
L

h h
h

c m C
=

′≤∑  

where 

( )0 0 1 1 11
1

ˆ ˆ
L

h h h h
h

C C c n c w c n
=

′ ′= − − +∑                               (14) 

Then the multi-objective formulation of the problem at Phase II becomes  

1 2

12 2 0
1

2 2

2

Minimize ; 1,2, , ; simultaneously

ˆSubject to .

2
and integers; 1,2, ,

L
jh

j
h h

L

h h
h

h h

h

V j p
m

c m C

m n
m h L

β

=

=


′ = = 


′≤ 

≤ ≤


= 

∑

∑





                   (15) 

4. Formulation as a Goal Programming Problem 
4.1. Phase I 
Let *

jV  be the optimal value of jV  under optimum allocation for the jth  characteristics obtained by solving 
the following integer non-linear programming for all the 1, 2, ,j p=   characteristics separately. 

( )

1

1 1 11 0
1

Minimize

ˆSubject to

2
and integers; 1,2, ,

L
jh

j
h h

L

h h h h
h

h h

h

V
n

c w c n C

n n
n h L

α

=

=


= 


+ ≤ 

′≤ ≤


= 

∑

∑



                           (16) 

Further let  

( )1 2 1, , , L jh
j j L h

h

V V n n n
n
α

=
= = ∑ 

                             (17) 

denote the variance under the compromise allocation, where ; 1, 2, ,hn h L=   are to be worked out. 
Obviously *

j jV V≥  and * 0; 1, 2, ,j jV V j p− ≥ =

  will give the increase in the variances due to not using 
the individual optimum allocation for jth  characteristics. 

Let 0jd ≥  denote the tolerance limit specified for ( )* ; 1, 2, ,j jV V j p≥ =

 . 
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We have * ; 1, 2, ,j j jV V d j p− ≤ =

   

or *; 1, 2, ,j j jV d V j p− ≤ =

  

or *
1 ; 1, 2, ,L jh

j jh
h

d V j p
n
α

=
− ≤ =∑                               (18) 

A suitable compromise criterion to work out a compromise allocation at phase-I will then be to minimize the 
sum of deviations jd . Therefore the Goal Programming problem at phase-I may be given as  

( )

1

*

1

1 1 11 0
1

Minimize

Subject to

ˆ

2
0

and integers
1, 2, , ; 1, 2, ,

p

j
j

L
jh

j j
h h

L

h h h h
h

h h

j

h

d

d V
n

c w c n C

n n
d
n

h L j p

α
=

=

=






− ≤ 



+ ≤ 

′≤ ≤


≥ 



= = 

∑

∑

∑

 

                              (19) 

(See [13]). Where 0; 1,2, ,jd j p≥ =   are the goal variables. 
The goal is now to minimize the sum of deviations from the respective optimum variances. 

4.2. Phase II 
Similarly, at phase II Goal Programming formulation of the problem (15) will be 

1

*

1 2

12 2 0
1

2 2

2

Minimize

Subject to

.ˆ

2
0

and integers; 1,2, , ; 1, 2, ,

p

j

L
jh

j j
h h

L

h h
h

h h

j

h

jd

d V
m

c m C

m n
d

m h L j p

β
=

=

=

′ 



′− ≤ 


′≤ 


≤ ≤ 
′ ≥ 
= = 

′

∑

∑

∑

 

                        (20) 

5. Formulation as a Fuzzy Programming Problem 
5.1. Phase I 
To obtain Fuzzy solution we first compute maximum value kU  and minimum value kL  for each characteris-
tic. where 

( )( ) ( )( )* *
, ,max min ; , 1, 2, ,k j h j k j h jU V n L V n j k p= = = 

                 (21) 

where ( )*
,h jn  denote the optimum allocation for the jth  characteristics and the maximum and minimum are 

for all jV , among their values for a particular j k= . 
The difference of the maximum value kU  and minimum values kL  are denoted by  

; 1, 2, ,k k kd U L k p= − =  . 
The Fuzzy Programming Problem (FPP) corresponding to the (11) at phase I is given by the following NLPP 
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( )

( )

*

1

1 1 11 0
1

Minimize

Subject to

ˆ

2
0

and integers
1,2, , ; , 1, 2, ,

L
jh

k j
h h

L

h

h h h h
h

h

k

h

d V
n

c w c n C

n n
d
n

h L j k p

δ
α

δ
=

=



− ≤


+ ≤ 

′≤ ≤ 

≥ 


= = 

∑

∑

 

                           (22) 

where 0δ ≥  is the decision variable representing the worst deviation level. 

5.2. Phase II 
Similarly, the Fuzzy Programming Problem corresponding to the (15) at phase II is given by the following 
NLPP 

( ) *

1 2

12 2 0
1

2 2

2

Minimize

Subject to

ˆ

2
0

and integers
1,2, , ; , 1, 2, ,

L
jh

k j
h h

L

h h
h

h h

k

h

d V
m

c m C

m n
d

m
h L j k p

δ
β

δ
=

=

′ 

′ ′− ≤


′≤ 

≤ ≤ 

′ ≥ 


= = 

′∑

∑

 

                          (23) 

where 0δ ′ ≥  is the decision variable representing the worst deviation level. 
The NLPPs may be solved by using the optimization software [14]. For further information about LINGO one 

may visit the site: http://www.lindo.com. 

6. A Numerical Example 
The data in Table 1 use are from [15]. A population of size 3850N =  is divided into four strata. Two charac-
teristic 1Y  and 2Y  are defined on each unit of the population. The values of 1X  and 2X  are used as the 
auxiliary information corresponding on the main variable 1Y  and 2.Y  The authors have assumed the values for 

1 1.48R =  and 2 0.843.R =  Table 2 shows the other data. Each stratum is divided into respondents and non- 
respondents as shown in Table 2. 

It is assumed that hv  and *
hk  are known and the preliminary sample size 1000n′ = . 

In the last column of Table 2, 1l =  is for respondents group and 2l =  is for non-respondents group.  
The total cost for the survey is taken as C  3000 units. Out of which 750 units are for the preliminary sample 

n′ , 1900 units are for phase-I and 350 units are for phase-II. 
 

Table 1. Data for four strata and two characteristics.                                                            

 1j =  2j =  

h  hw  hv  *
hk  1hc  11hc  12hc  

1

2

hyS  
1

2

hxS  
1 1

2

hx yS  
2

2

hyS  
2

2

hxS  
2 2

2

hx yS  

1 0.32 0.4 0.5 1 2 3 784 242 341 1444 481 628 
2 0.21 0.5 0.6 1 3 4 576 192 250 676 255 294 
3 0.27 0.6 0.7 1 4 5 1024 341 445 1936 645 842 
4 0.20 0.65 0.75 1 5 6 2916 972 1268 6084 2028 2645 

http://www.lindo.com/
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Table 2. Data for groups of respondents and non-respondents.                                                      

h  Group 
1

2

hyS  
1

2

hxS  
1 1

2

hx yS  
2

2

hyS  
2

2

hxS  
2 2

2

hx yS  
hlw  

1, 2l =  

1 
Respondent 361.06 103.16 157.04 767.82 255.76 333.93 11 0.70w =  

Non-respondent 310.55 88.73 135.07 454.76 151.48 197.93 12 0.30w =  

2 
Respondent 373.79 124.60 162.24 449.92 169.72 195.67 21 0.80w =  

Non-respondent 326.29 108.76 141.62 353.81 133.46 153.88 22 0.20w =  

3 
Respondent 930.15 309.75 404.22 1272.88 424.07 553.60 31 0.75w =  

Non-respondent 560.28 186.85 243.48 1165.98 388.46 507.10 32 0.25w =  

4 
Respondent 2355.98 785.33 1024.48 2690.53 896.84 1169.70 41 0.72w =  

Non-respondent 1013.08 337.69 440.53 2403.55 801.18 1044.93 42 0.28w =  

 
Using estimated values of strata weights the values of ; 1, 2, ,hhn w n h L′ ′= =   are obtained as 

2
1

1 3 4

4
320, 210, 270, 200 with 1000.h

h
n n n n n

=

′ ′ ′ ′ ′= = = = =∑  

6.1. Computation of Compromise Allocation Using Goal Programming Technique (GPT) 
6.1.1. Individual Optimum Allocation (Phase I) 
Using data from Table 1 and Table 2, we compute the individual optimum allocation for each characteristic by 
using NLPP (11) will be the solution to: 

For 1j =  

1
1 2 3 4

1 2 3 4

1

2

3

4

39.16074 13.82271 55.71960 62.80995Minimize

Subject to
2.4 3.4 4 4.6 1900

2 320
2 210
2 270
2 200

and are integers 1,2, ,h

V
n n n n

n n n n
n
n
n
n

n h L

= + + +

+ + + ≤
≤ ≤
≤ ≤
≤ ≤
≤ ≤

= 

 

Using optimization software LINGO we get the optimal solution as 

( ) ( )* *
,1 1159,80,146,144 , 1.236899hn V= =  

For 2j =  

2
1 2 3 4

1 2 3 4

1

2

3

4

109.6218 21.00712 85.26067 151.4584Minimize

Subject to
2.4 3.4 4 4.6 1900

2 320
2 210
2 270
2 200

and are integers 1,2, ,h

V
n n n n

n n n n
n
n
n
n

n h L

= + + +

+ + + ≤
≤ ≤
≤ ≤
≤ ≤
≤ ≤

= 
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Using optimization software LINGO we get the optimal solution as 

( ) ( )* *
,2 2183,69,126,157 , 2.544852.hn V= =  

6.1.2. Compromise Solution Using Goal Programming (Phase I) 
Using data from Table 1 and Table 2 the Goal Programming Problem (19) can be formulated as 

1 2

1
1 2 3 4

2
1 2 3 4

1 2 3 4

1

2

3

4

1 2

Minimize
Subject to

39.16074 13.82271 55.71960 62.80995 1.236899

109.6218 21.00712 85.26067 151.4584 2.544852

2.4 3.4 4 4.6 1900
2 320
2 210
2 270
2 200

0, 0
a

d d

d
n n n n

d
n n n n

n n n n
n
n
n
n

d d

+

+ + + − ≤

+ + + − ≤

+ + + ≤
≤ ≤
≤ ≤
≤ ≤

≤ ≤
≥ ≥

nd are integers 1,2, ,hn h L= 

 

Using optimization software LINGO we get the optimal solution as 
* * * *
1 2 3 4175, 72, 134, 152,n n n n= = = =  

with * *
1 20.79 and 0.603434d d= =  and the optimum value of the objective function * *

1 2 0.0139343.d d+ =  

6.1.3. Individual Optimum Allocation (Phase II) 
As in Section 6.1.1 for the given data the individual optimum allocations for each the two characteristics using 
NLPP (15) are: 

For 1j =  

( ) ( )* *
,1 121,12,19,24 0.7599099hm V ′= =  

For 2j =  

( ) ( )* *
,2 221,9,19,26 1.742418.hm V ′= =  

6.1.4. Compromise Solution Using Goal Programming (Phase II) 
For the given data, as in Section 6.1.2 Goal Programming Problem (20) gives the following optimal solution 

* * * *
12 22 32 4222, 10, 20, 24,m m m m= = = =  

with * *
1 20.002751545 and 0.002866150d d= =′ ′  and the optimum value of the objective function  

* *
1 2 0.005617695.d d′ + =′  

6.2. Computations of Compromise Solution Using Fuzzy Programming Technique (FPT) 
6.2.1. Compromise Solution Using Fuzzy Programming (Phase I) 
To obtain fuzzy solution we first obtained the maximum value and minimum value as given in (21) for each 
characteristic by using individual optimum allocation worked out in Section 6.1.1 

1 1

2 2

1.256605 1.236899
2.58685 2.544852

U L
U L

= =
= =
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and 1 20.019706 0.042954.d d= =  

After computing the optimum allocation and optimum variances for two characteristics the compromise op-
timal solution for the above problem can be obtained by solving the given Fuzzy Programming Problem (FPP) 
of (23)  

( )

( )
1 2 3 4

1 2 3 4

1 2 3 4

1

2

3

4

Minimize
Subject to

39.16074 13.82271 55.71960 62.80995 0.019706 1.236899

109.6218 21.00712 85.26067 151.4584 0.042954 2.544852

2.4 3.4 4 4.6 1900
2 320
2 210
2 270
2 20

n n n n

n n n n
n n n n

n
n
n
n

δ

δ

δ

+ + + − ≤

+ + + − ≤

+ + + ≤
≤ ≤
≤ ≤
≤ ≤

≤ ≤ 0
0

and are integers 1,2, ,hn h L
δ ≥

= 

 

Using optimization software LINGO we get the optimal solution as 
* * * *
1 2 3 4171, 75, 135, 151 with 0.2486958.n n n n δ= = = = =  

6.2.2. Compromise Solution Using Fuzzy Programming (Phase II) 
Similarly, using data from Table 1 and Table 2 the Fuzzy Programming Problem (23) gives the following op-
timal solution 

* * * *
12 22 32 4222, 10, 20, 24 with 0.2423372.m m m m δ ′= = = = =  

7. Summary of the Results 
In the following results obtained using Goal Programming Technique and Fuzzy Programming Technique are 
summarized. 

8. Conclusions 
Table 3 and Table 4 show the values of the variance of the combined ratio estimates of the population means at 
Phase-I and Phase-II respectively, for the two characteristics. The figures show that both the approaches the 
Goal Programming Approach and the Fuzzy Programming Approach give almost same results. However, at 
Phase-I the Goal Programming Approach is slightly more precise in terms of the trace value (See [16]). 

The Goal Programming and Fuzzy Programming technique and some other techniques like Dynamic Pro-
gramming and Separable Programming can be used to solve a wide variety of mathematical programming prob-
lems. These techniques may be of great help in solving multivariate sampling problem also. Like determining  

 
Table 3. Compromise solution at Phase I.                                                                    

Techniques 
Allocations Variances Trace Cost incurred 

1n  2n  3n  4n  1V  2V  1 2V V+  C  

GPT 175 72 134 152 1.244799  2.550886  3.795685  1900 

FPT 171 75 135 151 1.242011  2.555754  3.797765  1900 
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Table 4. Compromise solution at Phase II.                                                                   

Techniques 
Allocations Variances Trace Cost incurred 

12m  22m  32m  42m  1V ′  2V ′  1 2V V′ ′+   

GPT 22 10 20 24 0.7626614  1.745284  2.507945  350 

FPT 22 10 20 24 0.7626614  1.745284  2.507945  350 

 
the number of strata, strata boundaries and compromise allocations in multivariate stratified sampling. Little 
work has been done to solve the above mentioned optimization problems in real life situations. For example 
when the estimates of the population parameters used in formulating the problems are themselves treated as 
random variables with assumed or known distributions. In such cases the formulated problems becomes a mul-
tivariate stochastic programming. Further, apart from a linear cost function, nonlinear functions may be used 
that may include travel cost, labour cost, rewards to the respondent and incentives to the investigators etc. Inter-
ested researchers may expose these situations. 
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