Technology and Investment, 2011, 2, 142-153
doi:10.4236/ti.2011.22015 Published Online May 2011 (http://www.SciRP.org/journal/ti)

o5 Scientific
(> )
+* Research

An Integrated Approach for Selecting Information Systems:
A Case Study

Konstantinos Viglas', Panos Fitsilis®, Achilles Kameas
"Hellenic Open University, Patras, Greece
*Technological Educational Institute of Larissa, Larissa, Greece
E-mail: kviglas@yahoo.com; fitsilis@teilar.gr; kameas@eap.gr
Received March 22, 2011; revised April 28, 2011; accepted May 4, 2011

Abstract

There is agreement within the academia and practitioners that IT investments should be evaluated in order to
be in agreement with the overall strategic objectives of an organization. Moving toward to this direction, the
aim of this paper is to present a model that combines Balanced ScoreCard (BSC) methodology and a deci-
sion support method such as Analytic Network Process (ANP) for assisting the selection of an IT system.
The proposed model provides a simple, flexible and easy to use approach that can be applied by organiza-
tions to support their investment decisions. The proposed approach is presented through a case study for se-

lecting a Quality Management Information System for a large Greek retailer.

Keywords: Multi-Criteria Decision making, Balanced Scorecard, Analytic Network Process

1. Introduction

Information system selection plays an important role in all
modern organizations since their smooth and efficient op-
eration depends heavily on Information Systems (IS). Fur-
thermore, large software systems are built by using com-
ponents developed by others (commercial or open source),
therefore an increasing need appears to select the right sys-
tem, the appropriate components in a systematic, factual,
objective, and cost efficient manner.

The selection process is far from being trivial since it has
to combine many, complex and in many cases contradict-
ing factors such as: business strategy, numerous functional
and non-functional requirements, operating priorities,
availability of resources etc. [1,2].

Traditional approaches and methods for selecting infor-
mation systems focus on well-known financial measures,
such as the Return On Investment (ROI) [3], Net Present
Value (NPV), the Internal Rate of Return (IRR), Cost/
Benefit Analysis (CBA) and the payback period [4,5].
However, these methods cannot offer the analytical power
needed for today’s complex decisions, since they fail in
quantifying intangible criteria.

Multi-criteria decision making (MCDM) can be quite
useful to support an IT system selection process. Although
there is no generic methodology that can be adopted for
selecting a software package of any type, literature reviews
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on evaluating software products suggest that users and de-
cision makers can receive a lot of support, if they decide to
adopt an MCDM method [6]. In particular, the findings of
review studies [6,7] present that the Analytic Hierarchy
Process (AHP) has been widely and successfully used in
evaluating several types of software packages (e.g.,
MRP/ERP systems, simulation software, CAD/CASE sys-
tems, Knowledge Management systems etc.). The AHP
method was introduced by Saaty [8] and its primary objec-
tive is to classify a number of alternatives (e.g., a set of
candidate software packages) by considering a given set of
qualitative and/or quantitative criteria, according to pair
wise comparisons/judgments provided by the decision
makers. AHP results in a hierarchical leveling of the selec-
tion criteria, where the upper hierarchy level is the goal of
the decision process, the next level defines the selection
criteria which can be further subdivided into subcriteria at
lower hierarchy levels and, finally, the bottom level pre-
sents the alternative decisions to be evaluated.

A newer version of AHP is Analytic Network Process
(ANP) and is considered as a generic form of AHP. The
main difference between AHP and ANP is that AHP struc-
tures a decision problem into levels forming a hierarchy,
while the ANP is using a network approach. ANP allows
both interaction and feedback within clusters of elements
(inner dependence) and between clusters (outer depend-
ence). Such feedback captures the complex effects of inter-
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play in complex situations in a better way, especially when
risk and uncertainty are involved [9,10].

Nevertheless, the overall decision process should be fil-
tered in the context of business strategy. This can be ac-
complished with the application of Balanced Scorecard
Method (BSC). Not only being a methodology, BSC is
considered a performance measurement framework that
provides an integrated look at the business performance of
an organization by a set of both financial and non-financial
objectives.

Obviously, the selection of the appropriate information
system can offer strategically, tactical and operational ad-
vantages to an organization. However, this selection is a
complex process that should be in line with the overall
strategy, take into account financial aspects and at the same
time be analytical.

In our paper, through the case study under investigation,
we present a model that starts at the high level with the
strategic objectives of an organization, as they have been
described by the use of BSC, and ends with the application
of ANP method, which quantifies and balances the low
level criteria.

The application of this model can greatly assist both the
high and mid level management in approaching the deci-
sion process from a different perspective, while at the same
time this decision is factual, consistent and well docu-
mented.

The structure of the paper is as follows, Section 2 pre-
sents the relevant literature background and an overview of
the employed methodologies. Section 3 presented the pro-
posed approach. In Section 4 we demonstrate the proposed
approach though the presentation of a case study. The case
study is focusing on the selection of a Quality Management
System (QMS) for a multinational food retail organization.
Conclusions and extensions of the research work are ad-
dressed in chapter 5.

2. Background
2.1. Financial Methodologies for IS Selection

Traditionally, investment appraisal was based on finan-
cial accounting methodologies, such as return on invest-
ment and payback period. Their application has been
criticized as biased [11], since they tend to overlook
market status, human capital and process improvement,
growth opportunities etc. As such, they cannot measure
objectively past performance and forecast future out-
comes. However, financial indices are always considered
important since they measure the monetary value of the
IT investment.

Net Present Value (NPV) is defined as the total Pre-
sent Value (PV) of a time series of cash flows. It is a
standard method for using the time value of money to
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appraise long-term projects [12]. It is defined with the
formula

t

NPV =C,+ )] G -
1 (1+ r)
where C, defines the initial investment, C, is the valua-
tion of the current cash flow and r is the discount rate.
Intuitively, NPV defines what would cost today a cash
flow that will take place in the future. In practical terms,
if NPV is positive then the investment adds value to the
business, the project is profitable and therefore the IT
system should be developed or purchased.

Similar to NPV’s measure is IRR (Internal Rate of Re-
turn), which is defined with the formula
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Semantically, IRR is the calculation of the rate that
nullifies NPV [13]. In case of selection between mutually
exclusive alternatives and especially when the initial cost
is different, incremental analysis shall be applied in order
to evaluate the IRR of the difference between two alter-
natives with the smaller cost [14]. The reason behind the
application of incremental analysis lies to the fact that
IRR is measuring one single alternative.

Return of Investment (ROI), is a popular accounting
method for evaluating investments. ROI defines how
much an organization gets from the spent amount of
money. Therefore, ROI helps an organization to decide
on different investment alternatives. ROI is defined as

ol - investment profit
investment cost

@)

and provides a comparison of the investment result ver-
sus the investment cost [13]. Investment profit is defined
as the expected income minus the investment cost, where
the investment cost is the initial cost plus the cost during
the life-cycle of the project.

Finally, Payback Period (PP) is used to evaluate in-
vestments where the payback period of the investment
(the period needed to replenish the initial cost) is com-
pared to a predefined time period, the so-called cut-off
period. It is calculated by deducting the initial cost of an
investment from the financial benefits of the investment
throughout the defined periods (months, years, etc.). E.g.
if the payback period is three years and the result of the
above mentioned operation on the third year (or earlier)
is bigger than zero, the investment must take place, oth-
erwise it must not.

2.2. Multi-Criteria Decision Making with
Analytical Processes

An MCDM method (like AHP and ANP) overcomes the
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limitations of the conventional financial methods as it

combines a set of criteria in order to reach to a decision,

handles both quantitative and qualitative criteria and is
applicable to both individual and group-based decision
making.

These advantages have caused the wide application of
AHP to multi-criteria decision making problems, in
many different sectors, including software project man-
agement and IT system procurement. Two representative
examples of software engineering project management
problems that gained a lot of attention to be supported by
AHP are: 1) prioritizing software requirements and 2)
selecting Component off the Self systems (COTS). In
both problems AHP has been used to compare software
requirements [15] or COTS products [16,17] by taking
into account the relative importance between value and
cost of each requirement/COTS product, respectively.

AHP is based on three basic concepts (see Figure 1):

. Complexity Analysis: A hierarchical tree is created
with criteria, sub-criteria and alternative solutions as
the leaves.

. Calculation/Estimation is executed in every tree level
based on a 1 to 9 scale in order to measure priorities.
More specifically, a pair wise comparison takes place
in every tree level with regards to the parent node.
The goal node in the hierarchical tree exists only to
highlight the top-down analysis of the methodology.
Synthesis with ultimate goal to extract the final priori-

ties of the alternatives.

There are two difficult points related with the practical
application of AHP. Firstly, when determining “crisp”
comparative values, any uncertainties on judgments of
decision makers cannot be easily handled and, secondly,

when there are dependencies among the selection criteria.

In such a case, the Analytic Network Process (ANP) can
be used, an AHP extension that handles both intra- and
inter-dependencies among clusters of selection criteria
[9,18].

ANP is rather a special case (or an extension) of AHP
[9] and is based on the same principles as AHP. Its ba-
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Figure 1. AHP hierarchical tree.
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sic difference is that a network is created instead of a
hierarchy (see Figure 2), where there is no specific Goal
object but instead the sub-criteria of AHP stand as the
elements of the objects (clusters in ANP terminology).
Still, the main difference is the feedback, where the
evaluation of criteria with regard to alternatives is al-
lowed, against the top-down approach of AHP where the
importance of the alternatives is examined with regards
to criteria. The goal of selecting the best alternative is
utterly produced by the evaluation of the objects/clusters
versus the alternatives and vice versa.

2.3. Performance Measurement with Balanced
Scorecard

Balanced ScoreCard (BSC) [19] is a methodology that
has achieved wide publicity among both scientists and
managers. BSC is being widely accepted since it fills the
gap between the development of a strategy and its reali-
zation by supporting and linking critical management
processes [20]. More specifically, it takes conventional
financial measures like ROl and payback period and
complements them with additional ones that reflect cus-
tomer satisfaction, internal business processes, and the
ability to learn and grow.

The above idea is modeled with four discrete perspec-
tives, which are used to split the overall business strategy
to 1) Financial, 2) Customer, 3) Internal Business Process,
and 4) Learning & Growth dimensions (see Figure 3).

1) The Learning & Growth Perspective provides the
drivers for achieving the objectives of the other three
areas of the scorecard. The key factors that constitute this
perspective are: employ capabilities, information system
capabilities and employee motivation, empowerment etc.

Object/Cluster 1 y) p|  Object/Cluster 2
i 4 L
r

i

4
_  Outer
la~=—="""" dependence

Alternatives

Feedback

Object/Cluster 4

Inner
dependence

Figure 2. Connections in a network.
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Figure 3. Synopsis of BSC perspectives (Adapted from the Balanced Scorecard by Kaplan & Norton).

2) The Business Process Perspective refers to internal
business processes. Metrics (or measures) based on this
perspective allow the managers to know how well their
business is running, and whether its products and ser-
vices conform to customer requirements (the mission).

3) The Customer Perspective contains indices that
measure customer satisfaction, via analyzing customers
in groups, and via assigning business processes to prod-
ucts and services delivered to these groups.

4) The Financial perspective contains the typical fi-
nancial performance measures, which are mainly related
to profitability. The measurement criteria are usually
profit, cash flow, ROI, return on invested capital (ROIC),
and economic value added (EVA).

The BSC is usually complemented by a strategy map.
A strategy map is a diagram that connects organization’s
strategic objectives in explicit cause-and-effect relation-
ship and describes the way that value is created within
the organization.

3. The Proposed Approach

The proposed approach is tackling the problem of strat-
egy diffusion at different levels within the organization by
offering different mechanisms at each strategic level in an
integrated fashion.

Figure 4 is illustrating this approach, where BSC is
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used for strategy development, while for the implementa-
tion of strategic choices traditional decision support
methodologies are employed.

Even though, this as an idea rather simple, literature
does not offer large number of examples on how you can
transform the BSC objectives and measures identified, to
criteria used in a decision management methodologies for
taking strategic decisions.

In the approach used, the first step is the development
of BSC which is fundamental for crafting the strategy of
the organization. This is considered as complex task since
a strategist has to consider a large number of heterogene-
ous aspects, but on the other hand this is a well docu-
mented process.

The implementation of the identified strategic objec-
tives, especially in the case of “learning and growth”
perspective, involves selection of IT systems, able to meet
the performance measures identified. In most cases, this
selection process is done in isolation by the IT department
of the organization and using criteria mostly referring to
the functionality of the system.

In our approach, the selection process is strategic proc-
ess which is composed of 1) an analytical selection proc-
ess and 2) a financial—investment evaluation process. The
analytical selection process is based on the assumption
that the performance measures of the scorecard should be
transformed to selection process criteria, in order to achi-
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Figure 4. Pyramid of decision making levels within the or-
ganization.

eve maximum strategic alignment. At the same time, the
BSC financial performance measures are used in a typical
investment evaluation. The end results of these two par-
allel processes are combined in a qualitative way in order
to conclude with the selection of the IT system and the
final decision.

4. Case Study

This case study concerns a multinational retail organiza-
tion, operating in three continents with more than 3000
Points of Sale (POS).

The problem the organization faces is the integration of
its strategic plan to a framework that will optimize its
performance measurement and, as a consequence, will

propose measures (alternatives) to be taken to improve it
in terms of Information Systems.

Having in mind the pyramid of decision making levels
within the organization (Figure 4), an integrated solution
is obvious to be required to provide added value and re-
usability to the organization. In our approach, in order to
support the decision process at the highest level, the ap-
plication of BSC is suggested, for defining the strategic
objectives and the necessary initiatives that the organiza-
tion has to take. For the middle level decision support,
ANP is used in order to assist the process of selecting the
most beneficial QMS.

To give an insight on the quality management process
within the organization, it is handled manually or with the
use of ad-hoc applications developed locally at each dif-
ferent country of the multi-national company. The quality
management process includes quality controls, report
creation towards the top management and compliance
control against to quality standards.

The different threads of the quality process are pre-
sented in Figure 5. The complexity of this process is sub-
stantial since it involves a large number of stakeholders, a
large number of quality controls and control points. Some
process statistics taken for a 4 years’ period are presented
in Table 1. The need is evident to merge multiple and
interlinked activities under a common IT platform of
management and processing.

4.1. Developing the Scorecard
The first step of our approach was the development of

the strategy map for the organization under study. As
we already mentioned, the strategy map defines the
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Figure 5. Quality management system.
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Table 1. Quality control in the organization.

Volume for a
No Activity Period of 4
Years
1  Quality Control of Products (Lab Tests) 9700
2 Quality Control at the Level of Stores 850
3 Supplier Control (Providers) 150
4 Supplier Control (Agriculture Products) 60
5  Production of Reports 1300
6  Customer Complaints 4500
7  Crisis Management 200

strategic objectives of the organization for every per-
spective of the balanced scorecard and interlinks these
objectives with cause-effect relations. The cause-effect
relations define a finish-to-start relationship between
objectives. Figure 6 presents the strategic map for the
organization. The arrow connections imply cause-
effect relation, e.g. Process Quality Assurance and Proc-
ess Standardization are prerequisites for Product Quality
Improvement or that Service Quality Assurance is a
prerequisite for Customer Satisfaction.

The second step of our method is the detailed defini-
tion of each strategic objective. For each strategic objec-
tive we need to define the metrics that will be used to
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measure the performance related with the objective, its
scope, the measurement frequency (yearly, monthly), etc.

Additionally, in order to be able to compare and quan-
titatively evaluate each objective, we need to assign a
weight to each goal within the perspective. A shapshot of
the detailed definition of some of the strategic objectives
is presented in Table 2. As it appears in the table, the
implementation of a QMS is the proposed strategic ini-
tiative for some objectives (CP2, CP3).

In order to calculate the priorities of the organiza-
tion’s strategy regarding the initiatives to take, we add
the products of the weights of every strategic objective
with the weight of the hosting perspective [21]. E.g.
Process standardization, Process Quality Assurance
and Service Quality Assurance suggest QMS as the
preferred initiative to be undertaken. After doing these
calculations, we end up to a score of 39% for QMS as
the suggested strategic initiative. For all calculations,
as presented in Figure 7, we have used the tool Bal-
anced Scorecard Designer (http://www.strategy2act.com).
Balanced Scorecard Designer is a tool that helps in
building balance scorecards.

Having decided that the correct strategic initiative to
be undertaken is the development of QMS, the next
step is to proceed with the evaluation of alternative

Healthy
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Financial arket Share International Turnover from
Perspective Increase glc?)gzestiso new activities
Customer Company Product Customer P roduct

. Image Quality Satisfaction Adjustment to
Perspective Improvement [mprovemen customers’ needs
Business Process Process Information
Process Quality Standardization Accessibility

. Assurance Improvement
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Figure 6. Strategic map of the organization.
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Table 2. Snapshot of the analysis of Strategic goals and performance measures.

Strategic A i Performance . Strategic Ini-
objectives Objective description measures Target  Frequency Weight tiatives
. The _target s to Improve product Minimization of the ratio of
Product quality quality and its maintenance to defective items versus total OMS Imple-
improvement high level, allowing the organi- . 0.01% Yearly 4 P
. - i items produced (per prod- mentation
(CP2) zation to be considered as “best uct)
in class”
The target is to maintain cus- L
Customer tomer satisfaction in the highest Minimization of the com- 5% Yearly 3 OMS Imple-
Satisfaction (CP3) level plaints per store ratio mentation
The target is to adjust products
Product adjust- customer’ needs ,using data like . . , )
ment to custom- cultural habits, geographical Ratio of speual prqducts 10% Yearly 1 OMS Im_ple
gross profit per their sales mentation

ers’ needs (CP4) position or customer’ habits for

sales maximization

QM systems.

As a last comment, what must be clear for BSC is
that it requires the participation of all the organization,
lead by a project team or in other cases the manage-
ment team, for all the steps mentioned above.

4.2. Applying Financial Measures

The organization sent Request for Information (RFI) to
different vendors in a form of questionnaire and received
information from 10 vendors referring to 10 different
QMS systems. The project team evaluated them and
eliminated those with the lower performance, resulting in
to three alternatives, the systems A, B, C (this process is
not presented in the case study). Selecting the alterna-
tives from the successful ones in their field of activity by
using the preliminary elimination increases the quality of
the decision [22].

An initial analysis of the investments was done for a
period of six years calculating the Total Cost of Owner-
ship (TCO). TCO is a financial estimate that determines
direct and indirect costs related with an IT system. It is
quite useful, since it takes into account the operating cost
of a system which in the case of IT system is comparable
with the initial investment and significant.

Table 3 presents the TCO for the QMS for a period of
six years for the three preferred alternatives [21]. A short
description of the process to end up to the three preferred
alternatives is described in paragraph 3.3.

In order to apply the financial methods we need to
calculate the benefits of installing a QMS system to the
organization by qualifying and valuating the activities of
Table 1. The key metric that was used for producing the
financial benefits is the average man-hours spent on each
activity at the company level, number that came as a
feedback from the HR department of the organization
[21] (see Table 4).

Additionally, we calculate an increase of 10% for each
year, attributed to the organization’s organic growth.
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The calculations of the NPV, IRR and ROI for the
three alternatives are presented in Table 5.

Consequently, one can progress the alternative B as
the most preferable solution, as it proves to have the
biggest ROI, as well as NPV and ROIl. Still, this result
depends only on financial measures and is not taking into
consideration intangible criteria, such as functionality,
that are examined within the ANP framework.

4.3. Applying Analytical Network Process

The next step in our approach was the application of an
analytical method for evaluation and selection. In our
case, we have decided to follow ANP due to its superior-
ity in defining relationships between the criteria.

To setup the basis for the evaluation of the three dif-
ferent products/vendors a set of criteria was created by
consulting users during a workshop (see Table 6). Af-
terwards, the criteria were sorted in four major categories:
Cost, Functionality, Technology and Supplier. For each
one of them, there were sub criteria (that can be found
below). In the 1st step of the ANP algorithm, the prob-
lem and scope definition takes place, as follows:

All the criteria and their connections of the ANP
model can be seen in Figure 8:

Among others, it is worth to observe 3 points:

1) The element DB connectivity and the relative clus-
ters/elements it is connected (can be seen in bold squares
for clusters Alternatives and Supplier)

2) Feedback takes place between clusters Alternatives
and Cost

3) Inner-dependence appears in cluster Functionality,
meaning that there is an element in this cluster that is
connected with an element within Functionality.

Like AHP, pair wise comparisons take place between
elements based on the Saaty’s Fundamental Scale of
Absolute Numbers [23] (see Table 7).

Each element in compared to all other elements, using
the scale presented, for defining their relative importance.
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Table 3. TCO for QMS.

Alternative Alternative  Alternative
A B c
Investment 248,500 134,000 188,000
Cost
Operating 147,125 67,000 106,500
Costs

Table 4. Financial benefit realized per activity.

Activities Financial Benefit
Quality control of products (lab tests) 43,650
Quality control at the level of stores 61,200
Supplier control (providers) 5400
Supplier control (agriculture products) 2160
Production of Reports 5850
Customer complaints 20,250
Crisis management 3600
142,110

Table 5. Application of NPV, IRR and ROI for QMS.

Alternative A Alternative B Alternative C
NPV 316753.90 495237.08 409694.67
IRR 45.08% 102.25% 67.42%
ROl 119.30% 331.64% 194.60%
Table 6. QMS Selection criteria.
) C11: Implementation cost
C1: Cost C12: License cost

C13: Maintenance cost

Cc21:
C22:
C23:
C24:
C25:
C26:
c2r7:

Email notification
Flexibility
Product audit
Reports

Store audit
Supplier audit
Security

C2: Functionality

C31:
C32:
C33:

Company profile
Implementation time
International solution

C3: Supplier

C41:
C42:
C43:
C44:
C45:
C46:

Databases

DB connectivity
Infrastructure
Migration tools
Reporting tools
Web application

C4: Technology
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Table 7. Saaty’s Fundamental Scale of Absolute Numbers.

Numerical Rating Verbal Judgments of Preferences

9 Extremely preferred
Very strongly to extremely
Very strongly preferred
Strongly to very strongly
Strongly preferred
Moderately to strongly
Moderately preferred
Equally to moderately
Equally preferred

P N W b~ OO N

For example, the pair wise comparison between Li-
cense cost, Implementation cost and Maintenance cost
shows that License cost is moderately more important (3
times) than Implementation cost and Maintenance cost.
Implementation and Maintenance cost have the same
importance.

After constructing the pair wise comparison matrix,
we can now calculate the priority of each element in
terms of its contribution to the overall goal of selecting
the best system. This step of the process is called synthe-
sis and the results are presented in Table 8.

Following the same process, all priority (or Eigen)
vectors are produced and are finally put in the appropri-
ate positions in the supermatrix. In our case study we
have wused Super Decisions tool (http://www.su-
per-decisions.com) to operate and demonstrate the whole
process (Table 9).

Checking on the sub-matrix having as column and row
“Functionality”, it appears the aforementioned inner de-
pendence of element C24: Reports with regards to all the
other elements of the cluster it belongs. When values are
zero this implies that the specific elements do not depend
to the examined element. Feedback relationship appears
in the sub matrix having as column the cluster Alterna-
tives and as row the cluster Technology, where the ele-
ments of Technology were compared with regards to the
Alternatives (in bold the values for System B). Finally,
total zero values in the sub-matrix having as column the
cluster Technology and as row the cluster Cost indicate
that there is no connection between of Cost with regards
to Technology, as it can be also seen in the model (no
arrow from Technology to Cost).

The last step of synthesis, pair wise comparisons take
place between clusters for the creation of the Cluster
Weights Matrix [24]. The reason of creating Cluster
Weights Matrix is that in every cluster there is an ele-
ment with the highest priority. That does not necessarily
mean that this element has the highest priority among all
other elements of the other clusters [9]. There comes the
need to compare all the clusters in pairs with regards

TI



150 K. VIGLAS

SE=t Balanced Scorecard (Total performance 0 %)
- Financial Perspective (weight = 3, perlolmam:e- 0% @
Maiket shaie inciease (0100,

Evnansion in intermational markets (05100 weicht = 3] @

Income from new activities (0->100, welgh! e

- Customer Perspective (weight = 3, performance = 0%) @ 4x3
Company iage inprovenent (05100, weigh 22 ® ___— o
Pioduct quatity impiovement {16050, =4
Customer satisfaction (05100, weightz 2) " 3x3
Product adjustment to customer needs' 00, weight =1) @ N
o +
- Intemal Processes Perspective (weight = Z,Nmance =0%) @ N v PO
Process standardization (0->100, weigh{ = 1 1X<
Seivice quaily assuiance (0> 100, weight § o) +
Information accesshity improvement ggvnm
Process quality assurance (0->100, welghl(."—)\\ I 3x2 ]
- Education & Growth Perspective (weight = 2, peMance%\ +
Personnel training (0->100, weight = 5) @
inteinal personnet giowth (0100, weight = 3} @ L2

Competitive temuneration (05100, weicht = 2] @

Figure 7. BSC model of the organization.

mﬂement under
=IC4: Technology -Io investigation =

c41: n.nan..ml

C42: DB

=
131 inner

C43: Infr

cie gt |\ [z

A
=

S System C

] Comparisons wrt "System B" node in "C1: Cost” cluster

File  Compuiions s Heip

Graphic | Verbal| Maties| Duestionnaie

| Comparisons wit “'System B** node in "'C1: Cost” cluster
C12: License cost is moderately more \mpwlant than C13: Maintenance cost

5 et imptamantation A LU LD T
© cost HIIIIIIIII‘\IIIII‘I L[

€13; Maintenance

©11: Implementation
2
cost

€13: Maintenance

3. C12: License cost
cost

»=35(als|7|c|s|a]> 2 |23n557as>:95Nnmmp,

Figure 9. Pair wise comparison of cluster Cost with regards
to System B.

Table 8. Pair wise comparison matrix.

c11 C12 C13 Priority vector
Ci11 1.000 0.333 1.000
C12 3.000 1.000 3.000
C13 1.000 0.333 1.000

to a higher control criterion. These comparisons produce
a priority vector for every cluster with regards to the
others and are used to weigh (multiply) the relative sub
matrices of the unweighted supermatrix. E.g. the first
value of this vector (first column, first row) is multiplied
with all the elements of the relative sub matrix of the
unweighted supermatrix, the second value (first column,
second row) with the sub matrix having as column the
cluster Alternatives and as row the Cost, etc.

The result of this process is the production of the
weighted or stochastic supermatrix (Table 11). The
transformation to a stochastic per column or simpler
stochastic comes out of the fact that the final priorities of
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the elements have to meet some reduction and cyclicity
needs [9]. As every column’s summation equals to one,
the intuitive reason is to present the priority of every
element throughout the network.

The weighted supermatrix is multiplied by itself until
the supermatrix’s row values converge to the same value
for each column of the matrix. The result is the limiting
supermatrix (Table 12). Its columns (normalized per
cluster) constitute the final priorities of the network, in-
cluding alternatives.

Focusing to the alternatives sub-matrix, the alternative
that has the highest priority shall be chosen and for our
case study, System A shall be the proposed solution
scoring 41.7%. An interesting feature is the (lowest of
all) score of System B, that was progressed by the finan-
cial methodologies. This can be explained by taking the
sum of the 1 column of the Cost sub-matrix (0.043 +
0.031 + 0.021 = 0.096). As it only results in less than
10% of the total network dependency, it gives a good
reason why Cost (and in general tangible criteria) does
not hold the major role in IS selection.

5. Conclusions

The purpose of this paper was to present a BSC-ANP
unified model for IS selection. Through its case study,
this model was executed for the selection of a QMS for a
multinational retail organization. It is the first time that
such a model is presented to assist an organization’s
strategy in total. Previous attempts were using ANP to
“evaluate” the importance of one BSC perspective over
the others for insurance or manufacturing organizations
[25,26], which is far from the main goal of this model.

Its basic principles support the execution of the or-
ganization’s strategy by approaching it in high level
when applying BSC and to a lower level when executing
ANP in order to assist the selection problem that comes
out as the proposed initiative from BSC. This is where
the strong connection between the two methodologies
lies, as the operational performance of the system se-
lected by ANP will then have to be measured in terms of
BSC.

The added value of using ANP and not financial meth-
ods like NPV, IRR is easily proven by seeing the results of
those methodologies where system B (cost effective) ap-
pears to be the most preferable alternative (Table 5). The
fact that the Cost cluster reached the third place (0.204,
see Table 10) compared to Alternatives, behind Function-
ality (0.427) and Technology (0.204), gives a very good
reason why the financial methods fail to quantify intangi-
ble criteria. The incorporation of the process owners to the
evaluation phase is another reason why ANP is a good
choice. In that way, resistance to change is significantly
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Table 9. Un-Weighted Supermatrix.

Alternatives C1: Cost C2: Functionality C3: Supplier C4: Technology
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Table 10. Cluster Weights Matrix.

Alternatives Cl:Cost C2:Functionality C3:Supplier C4:Tcchnology
Alternatives 0.074 0.156 0.109 0.667 0.250
C1:Cost 0.204 0.000 0.309 0.000 0.000
C2:Functionality 0.427 0.659 0.582 0.000 0.000
C3:Supplier 0.091 0.185 0.000 0.333 0.750
C4:Tcchnology 0.204 0.000 0.000 0.000 0.000
Row sum 1.000 1.000 1.000 1.000 1.000

Table 11. Weighted Supermatrix.
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lower than the one that could be caused if system B was ditional administrative costs). Nevertheless, selection
selected. This would happen because selection based on systems like the one used in this study (SuperDecisions)
financial methodologies is done by a team of experts and mitigate these risks and lower the calculation/admini-
not from the operational teams. Seeing this the opposite stration costs, not to mention the cost of a system that

way, this incorporation of process owners means in- will be selected based only on cost-effective criteria but
creased resources and increased resources mean higher will not succeed its goals.

costs. Furthermore, possible changes to the selection As for AHP, the feature of comparison with regards to
criteria could imply additional evaluations (meaning ad- Alternatives is not available. The obvious and reasonable
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Table 12. Limiting supermatrix.
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comparison e.g. of the elements of cluster Cost with re-
gards to Alternatives is something that cannot happen in
AHP and clearly shows the limitations of this methodol-
ogy. Still, its wide expansion in all kinds of problems
through the years like project delivery method [27], ERP
selection [28], etc. makes AHP a reference among
MCDM methodologies.

While we believe that the model presented provides
value, there are areas for future enhancements and vali-
dation. It is acknowledged that the decision levels in-
volved in any selection problem can vary, depending on
the organization. Indeed, this is one of the strengths of
ANP: the ability to adapt its framework to custom needs.
A decision criterion that the organization considers criti-
cal can be easily added while the selection problem is
ongoing. In that way, due to its general directives, the
use of the model can be validated for all kinds of organi-
zations and IS.

Enhancements can also be made in terms of monitor-
ing the performance of the BSC model. As each strategic
objective is monitored on a certain frequency, it would
be interesting to integrate an iterative process in the
model to measure the added value that came out of the
implementation of the selected QMS (System A) and its
“score” versus the relative strategic objectives (Figure 7).
Tools like the one used in this study can easily integrate
such processes through business intelligence techniques
to give the chance to top management to have a real-time
view on the strategy execution.
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