
Journal of Software Engineering and Applications, 2014, 7, 1031-1038 
Published Online November 2014 in SciRes. http://www.scirp.org/journal/jsea 
http://dx.doi.org/10.4236/jsea.2014.712090   

How to cite this paper: Ren, Y. (2014) An Integrated Intrusion Detection System by Combining SVM with AdaBoost. Journal 
of Software Engineering and Applications, 7, 1031-1038. http://dx.doi.org/10.4236/jsea.2014.712090  

 
 

An Integrated Intrusion Detection System by 
Combining SVM with AdaBoost 
Yu Ren  
College of Computer, Communication University of China, Beijing, China 
Email: ryu.asak@gmail.com  
 
Received 15 September 2014; revised 20 October 2014; accepted 12 November 2014 
 
Academic Editor: Kwokwing Chau, Hong Kong Polytechnic University, Hong Kong 

 
Copyright © 2014 by author and Scientific Research Publishing Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/ 

    
 

 
 

Abstract 
In the Internet, computers and network equipments are threatened by malicious intrusion, which 
seriously affects the security of the network. Intrusion behavior has the characteristics of fast up-
grade, strong concealment and randomness, so that traditional methods of intrusion detection 
system (IDS) are difficult to prevent the attacks effectively. In this paper, an integrated network 
intrusion detection algorithm by combining support vector machine (SVM) with AdaBoost was 
presented. The SVM is used to construct base classifiers, and the AdaBoost is used for training 
these learning modules and generating the final intrusion detection model by iterating to update 
the weight of samples and detection model, until the number of iterations or the accuracy of de-
tection model achieves target setting. The effectiveness of the proposed IDS is evaluated using 
DARPA99 datasets. Accuracy, a criterion, is used to evaluate the detection performance of the 
proposed IDS. Experimental results show that it achieves better performance when compared 
with two state-of-the-art IDS. 
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1. Introduction 
With the continuous development of network technology and the social economy, people enjoy the convenience 
that the Internet and computer technology bring, also experiencing the threat of malicious intrusion at the same 
time. Firewall, as the traditional network security technology, is difficult to form an effective defense against the 
upgrading of network intrusion means [1] [2]. In recent years, many experts and scholars pay increasingly atten-

http://www.scirp.org/journal/jsea
http://dx.doi.org/10.4236/jsea.2014.712090
http://dx.doi.org/10.4236/jsea.2014.712090
http://www.scirp.org/
mailto:ryu.asak@gmail.com
http://creativecommons.org/licenses/by/4.0/


Y. Ren 
 

 
1032 

tion to intrusion detection system (IDS), which is the initiative protection technology. In view of the existing 
security risks in the Internet, an effective intrusion detection algorithm has important significance for the sus-
tainable development of economy. 

Traditional intrusion detection methods are mainly divided into anomaly detection and misuse detection. Ano-
maly detection mostly uses the expert experience and inference method. Statistical method [3] and Bayesian in-
ference [4] are representative algorithms. This kind of intrusion detection method has better detection effect against 
intrusions with relatively stronger regularity, but it cannot resist the intrusion method with escalating high tech-
nology in today’s Internet. The misuse detection can usually combine expert system with predicting algorithm. 
The expert system and the conditional probability are typical misuse detection algorithms; however, because the 
rules in expert system are difficult to be quickly updated, its performance is not good. The conditional probabil-
ity method of misuse detection often depends on the temporal correlation, so the scope of application is small. In 
recent years, the technology of data mining and artificial intelligent algorithms has been introduced into IDS to 
enhance the detection accuracy, but it requires a lot of complete audit data as support. It is difficult to deal with 
the present situation where the network intrusion technology has strong concealment and updates quickly. 

Ensemble learning is a machine learning method based on statistical learning theory, which can greatly im-
prove the generalization ability of the learning algorithm. Under the condition of the limited number of training 
samples, it can ensure the relatively independence of test data and keep a smaller error. When ensemble learning 
method is introduced in IDS, in spite of the lack of prior knowledge, it will ensure that there is better classifica-
tion accuracy, so that it has the better detection performance. Therefore, an intrusion detection ensemble learn-
ing algorithm based on the support vector machine (SVM) is proposed in the paper, which combines the SVM 
with the ensemble learning algorithm AdaBoost. 

This paper is organized as follows. Section 2 introduces the algorithm principle and system structure. Section 
3 proposes an intrusion detection model based on SVM. Section 4 proposes an intrusion detection ensemble 
learning algorithm based on AdaBoost. Experiment results are shown in Section 5. Finally we conclude in Sec-
tion 6. 

2. The Algorithm Principle and System Structure 
The basic goal of IDS is through the collection and analysis of network data, detecting the behaviors of the 
breach of security strategy and the signs of attack existed possibly in target system. Through the active safety 
protection, the IDS will intercept the malicious intrusion and give the alarm to administrator before the network 
is endangered. 

For this goal, an integrated IDS by combining SVM with AdaBoost is proposed in the paper and its structure 
is shown in Figure 1. Data acquisition module is responsible for collecting real-time network data flow from 
various information sources. In order to ensure the detecting speed and accuracy, the collected data were dealt 
with by the detection engine module, which consists of two parts: feature selection and detection model. Feature 
selection is used to extract features and reduce the data space dimension. The detection model is established 
through the learning feature data. 

Classification algorithm is the focus of this paper and its idea is that combining the SVM with the AdaBoost, 
first, using SVM to learn the network feature data, then intrusion detection model is obtained as base classifiers, 
at the same time, in order to solve the problem that the accuracy of SVM is not high for small sample, ensemble 
learning algorithm AdaBoost is introduced, then which iteratively optimizes the base classifiers based on SVM, 
and improve accuracy. 

3. Intrusion Detection Model Based on SVM 
The SVM algorithm proposed by Vapnik and other scholars can effectively deal with the nonlinear data and 
limit the overlearning. It has both rigorous theoretical foundation and mathematical foundation. It does not exist 
the problem of local minima. It has strong generalization ability for this kind of small sample learning applica-
tion such as network intrusion detection, and has weak dependence on the number of samples [5] [6].  

The standard SVM algorithm is a convex quadratic optimization problem. The global optimum always can be 
found in the above problem. But when training samples increase, due to the too many constraints, it will greatly 
increase the training time and the memory requirements, which becomes the bottleneck in practical applications.  
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Figure 1. The principle of intrusion detection algorithm. 

 
In order to improve the training efficiency of SVM, Suyken changed the constraints and the risk function of 
standard SVM, and then proposed the least square support vector machine (LS-SVM) [7]. LS-SVM only needs 
to solve linear equations, and makes the SVM easier to be implemented, and greatly improves SVM’s training 
efficiency. Therefore, the LS-SVM is used for base classifier in the paper. 

In the actual network environment, each network node will receive a mass of network data. In these data, only 
a small part of information represents the intrusion behavior. In order to reduce the useless data, feature selec-
tion strategy of KDDCUP99 (Data Mining and Knowledge Discovery Cup in 1999) is improved in this paper. 

( )nw d  is a function of feature selection, which is defined as Equation (1):  
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where Pik is a weight factor of a network data tk from dataset d. tfik is the frequency that tk appears in d. N is the 
number of data in d. nk is the frequency that tk containing a specific port appears in d. L is the length of tk. The 
packets with greater weight are selected as the training samples. 

Given the training sample set ( ),i ix y , where 1,2 ,i n= � ; n
ix R∈  is input variable; n

iy R∈  is output va-
riable. Sample contains 9 basic features, 13 content features, 9 flow features within two seconds and 10 host 
flow features. The basic idea of SVM regression theory is to find a nonlinear mapping φ from an input space to 
an output space. By the nonlinear mapping [8] [9], mapping data x into a high-dimensional feature space F. In 
the feature space F, an estimation function ( )f x  shown in Equation (2) is used to complete linear regression.  

( ) ( ) , : ,nf x x b R F Fω ϕ φ ω= × + → ∈                            (2) 

where b is the threshold. Function approximation problem is equivalent to Equation (3). 
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where ( )regR f  is the objective function; ( )empR f  is the empirical risk function; n is the number of samples; 
λ is an adjustable constant; C is error penalty factor; 2ω  reflects the complexity of f in high-dimensional 
space. 

Considering the linear ε-insensitive loss function has better sparsity, the loss function is shown as Equation 
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(4): 

( ) ( ){ }max 0,y f x y f x
ε

ε− = − −                             (4) 

Empirical risk function is shown as Equation (5): 
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According to the statistical theory, a regression function is determined by the following objective function 
minimization, which is shown as Equation (6): 
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where C is the weight parameter that is used to balance the model complex item and the training errors item; iξ , 
iξ
∗  are slack factors; ε is insensitive loss function. Equation (6) can be converted to its dual problem Equation 

(7) which can be easily solved and shown as below: 
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By using the Lagrange multiplier method and kernel technology, LS-SVM can be converted to Equation (8) 
which is shown as below: 

T
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where ( ) ( ) ( )T
, ,i j i j i jk x x x xψ ψΩ = = , ,  1, 2, ,i j n= � , [ ]1 2, , , na a a a= � , [ ]1 2, , , nb b b b= � ,  

[ ]1 21 ,1 , ,1n=1 � . 
In order to satisfy the any symmetric function in the Mercer condition, the selection of kernel function  
( ) ( ) ( )T,i j i jk x x x xψ ψ=  requires some prior knowledge, but at present there is no general conclusion. Schol-

kopf discussed the selection and construction of kernel function. To construct a black box model of SVM, the 
most important is the selection of kernel function. Linear function, polynomial function, radial basis function, 
multilayer perceptron function are some typical kernel function. The radial basis function is used in this paper, 
which is shown in Equation (9). 
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SVM regression functions ( )f x  can be obtained by solving the above problems, which is shown as Equa-
tion (10): 

( ) ( ) ( ),
n

i i i j
i

f x a a K x x b∗= − +∑                             (10) 

Thus, the base classifier of the network intrusion detection system is obtained, and a new network data vector 
x can be classified by linear decision function which is shown as Equation (11): 
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4. Intrusion Detection Ensemble Learning Algorithm Based on AdaBoost 
In the network, many factors can make nodes to be under the threat of intrusion, which result in the intrusion 
time and feature information presenting a certain weak randomness. Single SVM algorithm has certain genera-
lization ability for small sample, but for the problem of intrusion detection, its accuracy is still not high. Ada-
Boost is a typical ensemble learning method, and it can synthetically optimize multiple weak base classifiers 
with relatively low accuracy [10] [11] and then we can get a strong classifier with high accuracy, which can im-
prove forecast accuracy. In this paper, AdaBoost is used in the classifier based on SVM. The principle is: using 
the SVM algorithm to generate a series of base classifiers, training of each base classifier depends on the out-
come of last base classifier [12] [13]. The probability distribution of training samples is adjusted by the error 
rate of base classifier on the training set, and the final intrusion detection model is built by weighting each base 
classifiers. 

The model based on ensemble learning algorithm AdaBoost is shown in Figure 2. Firstly, calculating sample 
weight according to the prediction error of base classifier (initialization, the weight of each sample in subset is 
the same); secondly, using weighted samples to train every base classifiers, and getting the intrusion detection 
model. At the same time, calculating and updating the model weight. Then, iteration, until the number of itera-
tions or model precision achieves target setting. If iteration is over, the final intrusion detection model is gener-
ated by weighting every intrusion detection model.  

Training algorithm 
Step 1: given feature sample set ( ) ( ) ( ){ }1 1 2 2, , , , , ,n nS x y x y x y= � , where n is the number of samples; xn is a 

input vector, and represents training sample; yn represents class label. The initial weight of each sample d1, d2, ∙∙∙, dn 
is set to 1 n . Maximum iteration of algorithm is set to T. 

Step 2: using algorithm to optimize connection weight of SVM, and getting optimal weight. 
Step 3: using sample set to train the optimized SVM, to getting tth intrusion detection model ht.  
Step 4: recording the intrusion detection model ht, and calculating and saving its weight ωt. Then using the 

samples to train ht, and calculate the sum of the absolute values of the prediction error δ. If δ is less than the set 
value, or the number of iterations achieves maximum iterations, the iteration is over and enter into Step 6, or 
else, entering into Step 5. 

Step 5: updating the weight 1 2, , , md d d� , according to the δ, returning Step 2. 
 

Start

Calculating the weight of sample 

Training IDS Model based on SVM by weighted 
sample

Calcualting the weight of model

Until

 Generating the final IDS model by weighting every 
intrusion detection model

NO

YES

 
Figure 2. The principle of ensemble learning algo-
rithm based on AdaBoost. 
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Step 6: getting the final prediction model 
1

T

t t
t

h hω
=

=∑ . 

There are two main factors affecting the AdaBoost ensemble learning effect: the one is how to distribute sam-
ple weight in each round of cycle; the two is how to integrate many rules into an effective prediction rule. These 
two points are respectively reflected by the sample weights and model weights. 

4.1. The Calculation of Sample Weight 
Through adjusting the sample weights, the effect of the error samples for intrusion detection model can be effec-
tively reduced, and the contribution of the correct sample can be promoted. The acquisition of sample weight is 
divided into two steps: computation and normalization. The weight is measured by using the absolute value of 
prediction error; the method is defined as Equation (12): 
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where Et represents the sum of the weighted variance of training sample on the tth intrusion detection model ht. 
βt is adjustment coefficient; there is a variety of ways about the selection of adjustment coefficient, and in order 
to ensure the final prediction model is stable, this paper adopts the above way. ( )1td k+′  is the new weight of 
sample, which is use to update ( )td k  at the next iteration.  

The sum of all sample weights must be 1, so the weights must be normalized; the method is defined as Equa-
tion (13): 
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4.2. The Calculation of Model Weight 
The weight of intrusion detection model directly influences the output of the final prediction model. In order to 
enhance the contribution of intrusion detection model with the smaller errors in the final model, we use the ab-
solute value of prediction error to measure the model weight ωt; the method is defined as Equation (14): 
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                            (14) 

where Et represents the sum of the weighted variance of training sample on the tth intrusion detection model ht. 
βt is adjustment coefficient. ωt is the effect weight of the tth intrusion detection model ht for final intrusion de-
tection model. 

5. Experiment Results 
In order to verify the effectiveness of the algorithm, computer simulation is carried out in accordance with our 
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proposed intrusion detection algorithm in this paper. All the algorithms are implemented in MATLAB 7.0 envi-
ronment on a PC (Personal Computer) with Intel P4 processor (2.9 GHz) with 2 GB RAM. We investigate its 
classification accuracy. 

For the evaluation of the performance of IDS, the majority of experts and scholars generally use DARPA99 
data. In order to ensure the authority of the simulation, this paper uses the same dataset to evaluate the algorithm. 
The dataset was divided into training set (comprising 5 million connection data) and test set (comprising 311029 
connection data). The test set includes some attacks that have not appeared in the training set. 

This paper extracts 29313 sample data of 41 dimensional from the training set, which contains 6059 “Normal”, 
3866 “Neptune”, 516 “Portsweep”, 177 “SatanJ”, 11 “Buffer_overflow” and 2183 “Guess-password”, and ex-
tracts 124970 sample data from test set, which is divided into 5 test sets. In experiments, we focus on the com-
parison between our algorithm and two state-of-the-art algorithms, including BP (Back Propagation) neural 
network and SVM. The “Accuracy” is used to evaluate methods, which is defined as Accuracy = (TP + TN)/ 
(TP + FP + TN + FN), where TP, TN, FP and FN are the number of true positive, true negative, false positive 
and false negative, respectively. The test results are shown in Tables 1-3. 

It can be seen from Table 1, test accuracy on “Satan” and “Buffer_overflow” is worse than other test set us-
ing BP neural network algorithm for intrusion detection, and their error is relatively large, because the number 
of sample in the two training set is relatively few and the network data has certain randomness. If the sample is 
larger, the effect is slightly promoted, but accuracy is still low. 

Compared with Table 1, Table 2 shows that test accuracy on “Satan” and “Buffer_overflow” is better than 
Table 1, because the small sample generalization ability of SVM is slightly better than the BP neural network.  
 
Table 1. Accuracy of IDS based on BP neural network. 

% Normal Neptune Portsweep Satan Buffer_overflow Guess-password 

Test set 1 85.2 78.5 71.3 65.6 61.2 75.4 

Test set 2 81.5 74.6 72.5 68.3 53.5 73.6 

Test set 3 81.2 75.3 75.3 72.2 48.4 75.1 

Test set 4 84.3 74.3 74.6 64.6 58.7 74.2 

Test set 5 85.6 76.8 72.3 66.6 57.3 72.3 

 
Table 2. Accuracy of IDS based on SVM. 

% Normal Neptune  Portsweep Satan  Buffer_overflow Guess-password  

Test set 1 88.4 77.8 73.5 69.7 72.2 74.9 

Test set 2 82.5 77.6 75.5 75.3 75.5 78.6 

Test set 3 83.2 76.3 74.3 78.2 62.4 76.1 

Test set 4 85.3 72.3 72.6 72.6 68.7 72.2 

Test set 5 88.6 75.8 75.3 75.6 69.3 73.3 

 
Table 3. Accuracy of IDS based on SVM and AdaBoost. 

% Normal Neptune  Portsweep Satan  Buffer_overflow Guess-password  

Test set 1 98.2 95.5 96.4 89.6 86.3 96.4 

Test set 2 95.5 93.6 95.4 92.3 85.5 95.6 

Test set 3 97.2 96.3 93.2 87.2 87.8 97.1 

Test set 4 98.3 95.3 92.3 85.6 83.6 93.2 

Test set 5 97.6 93.8 93.1 88.6 89.2 93.3 
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For the other test sets, there’s not much difference between the two tables. Detection accuracy overall increase 
slightly in Table 2, but it’s still low. 

As can be seen from Table 3, due to the adoption of the AdaBoost algorithm for iterative correction of SVM 
model, the influence of random sample to the model is greatly reduced, the generalization ability is greatly en-
hanced compared with the SVM and BP neural network algorithm. The final intrusion detection model is more 
close to the real-world scenarios of network intrusion, and reduces the problem that the small sample causes the 
accuracy sharp decreasing. For the small sample such as “Satan” and “Buffer_overflow”, accuracy still has been 
guaranteed, at the same time, the overall detection accuracy of the model is also a big promotion. 

6. Conclusions 
In this paper, we have proposed an efficient intrusion detection system by combining SVM with AdaBoost algo-
rithms to detect attacks with the characteristics of fast variation, strong concealment and random. The IDS uses 
our proposed algorithm that is an integrated learning algorithm. Firstly, the feature of higher weight packets is 
learnt by using SVM. Through the training for the SVM an intrusion detection base classifier is established. Se-
condly, SVM base classifiers are iteratively trained by using the ensemble learning algorithm AdaBoost. Finally, 
the final intrusion detection model is generated. The experiment results show that our proposed algorithm is ef-
fective in detecting attacks with high detection accuracy, even if detect objects have the characteristics of small 
sample and randomness. Compared with IDS based on SVM or BP neural network, our proposed IDS greatly 
improves detection accuracy.  

However, the weight setting is important for our algorithm. Our future works include constructing better 
weighting function and improving the generalization ability further. It is also interesting to use our proposed IDS 
to real-world scenario. 
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