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Abstract 
 
In recent years, underwater acoustic (UWA) communications have received much attention as their applica-
tions have begun to shift from military toward commercial. Digital communications through UWA channels 
differ substantially from those in other media, such as radio channels, due to severe signal degradations 
caused by multipath propagation and high temporal and spatial variability of the channel conditions. This 
paper describes a project designed, based on the results obtained from extensive laboratory and field experi-
ments on sound speed profile in different depths of the Persian Gulf, to investigate and demonstrate an un-
derwater acoustic communication system. Transmitted data are acoustic signals to which for more safety in 
transmission and low frequency bandwidth, Rivest cipher cryptography algorithm and linear prediction cod-
ing are applied, respectively. In transmitter, Quadrature Phase Shift Keying (QPSK) signaling is employed to 
make efficient use of the available channel bandwidth. In the channel, a comprehensive model for 
short-range shallow water multipath acoustic channel is presented. The mathematical modeling of the multi-
path effects is based on the ray tracing and the image method. Also, the attenuations due to wave scatterings 
at the surface and their bottom reflections are accounted for. In addition, we consider the loss due to the fre-
quency absorption of different materials and the presence of ambient noises such as the sea state noise, ship-
ping noise, thermal noise and turbulences. In the receiver, to overcome the difficulties of inter symbol inter-
ference, adaptive equalization using Decision Feedback Equalizer (DFE) is applied. 
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1. Introduction 

In the past five to 10 years, there has been a growing 
interest in the underwater acoustic communications in 
various application areas such as remote control in 
off-shore oil industry, pollution monitoring in environ-
mental systems, collection of scientific data recorded at 
ocean-bottom stations, speech transmission between di-
vers, and mapping of the ocean floor for detection of 
objects, as well as for the discovery of new resources [1]. 
Wireless underwater communications can be established 
by transmission of acoustic waves but they are not the 
only means for wireless transmission of signals under 
water. Radio waves that will propagate any distance 
through conductive sea water are the extra low frequency 
ones (30 Hz - 300 Hz) which require large antenna and 
high transmitter powers. Optical waves do not suffer so 
much from attenuation, but they are affected by scatter-

ing. Consequently, transmission of optical signals re-
quires high precision in pointing the narrow laser beams. 
While the laser technology is still being perfected for 
practical use, acoustic waves remain the single best solu-
tion for communicating under water in applications 
where tethering is unacceptable [1,2]. 

Seawater acts as an acoustic waveguide in which 
sound waves travel. The sound channel, as a sound 
waveguide, is a channel with random parameters; how-
ever, this doesn’t mean that its behavior is unpredictable. 
The most important characteristic of the seawater is its 
inhomogeneous nature, which on the whole, can be clas-
sified into regular and random varieties. Regular varia-
tions of sound speed in different layers of water lead to 
the formation of sound channels and this phenomenon 
facilitates long distance sound propagation. Random in-
homogeneities cause the scattering of sound waves and 
result in sound field fluctuations. 
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To overcome the difficulties of time-varying multipath 
dispersion, the design of commercially available under-
water acoustic communication systems has relied so far 
mostly on the use of noncoherent modulation techniques 
and signaling methods which provide relatively low data 
throughput. Recently, phase-coherent modulation tech-
niques, together with array processing for exploitation of 
spatial multipath diversity, have been shown to provide a 
feasible means for a more efficient use of the underwater 
acoustic channel bandwidth. These advancements are 
expected to result in a new generation of underwater 
communication systems, with at least an order of magni-
tude increase in data throughput [2]. 

Bandwidth-efficient digital underwater acoustic com-
munications can be achieved by employing equalization 
of quadrature amplitude modulation (QAM) and phase 
shift keying (PSK) signals. The receiver structure that 
has been found useful in many applications is a mul-
tichannel decision-feedback equalizer. Due to the nature 
of the propagation channel, the required signal process-
ing is often prohibitively complex. Reduction in compu-
tational complexity can be achieved by using efficient 
adaptive algorithms, such as the low-complexity LMS 
algorithms with improved tracking properties [3,4], and 
by reducing the number of adaptively adjusted receiver 
parameters [4-6]. 

This paper is organized as follows. In the second sec-
tion, transmitter is designed. Because of the strong fre-
quency attenuation, channel bandwidth is limited, there-
fore in transmitter, we have used LPC-10 (Linear Predic-
tion Coder-10) algorithm to compress speech signal. Af-
ter that, for more safety in transmission, RC5 (Rivest 
Cipher) cryptography algorithm has been used to encrypt 
data. Then, for reduction of bit error rate (BER), channel 
coding is used. In the last section of transmission, data is 
modulated. In the third section, the model for the sound 
channel is provided. In the fourth section, the block dia- 
gram of the receiver and its performance is discussed. 

Finally, the simulation results, based on the real data in 
the Persian Gulf, are presented. 

2. Transmmiter 

On the basis of extensive laboratory and field experi-
ments and the results obtained from deferent simulations, 
to improve the bandwidth efficiency, using the coherent 
modulation methods such as Quadrature Amplitude 
Modulation (QAM) and phase shift keying (PSK) is the 
best approach in underwater operations [6]. Depending 
on the method for carrier synchronization, phase- 
coherent systems fall into two categories; differentially 
coherent and purely phase coherent. The advantage of 
using differentially coherent detection is the simple car-
rier recovery which it allows. Its disadvantage is per-
formance loss as compared to coherent detection. While 
bandwidth-efficient methods have successfully been 
tested on a variety of channels, the real-time systems 
have mainly been implemented for applications in verti-
cal and very short range channels, where little multipath 
is observed and the phase stability is good [1,3,6]. In this 
paper, for the purpose of compensating for the multipath 
effects and inter-symbol interference (ISI), since the Per-
sian Gulf channel is shallow and horizontal and the 
QPSK modulation method in comparison with other 
methods has proper bit error rate despite low bandwidth, 
we have used the QPSK modulation method, which is 
purely coherent. The block diagram of the transmitter is 
shown in Figure 1. This transmitter includes blocks for 
producing the QPSK symbols. The resulting QPSK 
symbols are then passed through a pulse shaping filter. 
The rectangular pulses are not practical to send and re-
quire a large bandwidth. Hence, we replace them with 
shaped pulses that convey the same information but use 
smaller bandwidths and have other good properties such 
as inter symbol interference rejection. In continuation, 
we completely explain each of the blocks. 

 

 

Figure 1. Block diagram and structure of the transmitter. 
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2.1. Speech Coding 

In the first block of transmitter, acoustic signal is com-
pressed with LPC-10 algorithm. Sampling frequency is 8 
KHz and for any sample 8 bit is appropriated. Therefore 
sampling bit rate is 64 kbps. LPC-10 algorithm reduce 
bit rate to 2.4 kbps, consequently small bandwidth is 
needed and frequency attenuation is well reduced [7,8]. 

2.2. Cryptography 

In the second block, data is encrypted with RC5 algo-
rithm. RC5 is a symmetric block cipher designed to be 
suitable for both software and hardware implementation. 
It is a parameterized algorithm, with a variable block size, 
a variable number of rounds and a variable-length key. 
This provides the opportunity for great flexibility in both 
performance characteristics and the level of security [9]. 
In this paper, block size has been selected 32, number of 
rounds are 16 and key length is 10. 

2.3. Channel Coding 

This block is needed for error correction in channel. 
BCH (Bose, ray-Chaudhuri, Hocquenghem) coding has 
been selected for channel coding. The inputs of applied 
BCH code are 12 bits that convert to 32 bits and are 
transmitted in channel. This code can correct 5 or fewer 
random errors in receiver [10]. In each data transmission, 
a training sequence to which allocates 10% of the first 
transmitted sequences itself is multiplexed with the data 
sequences before the QPSK modulation. The main pur-
pose of the training sequence is to provide the receiver 
with a known sequence which can be used for phase es-
timation and synchronization in decision feedback 
equalizer. 

2.4. Modulation 

The encoder accepts the sequence of the input binary 
data. It has two outputs; in-phase, I, and quadrature, Q. 
For each distinct pair of input binary data a unique com-
bination of I  and 　 Q 1 1 is assigned. 　 We 
consider each QPSK symbol as a complex number, I + 
jQ, whose real and imaginary components are the outputs 
of the in-phase and quadrature channels respectively, to 
describe those four points separated in the complex plane  

by 
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. The encoded data stream of I  

and Q is then used to modulate a sequence of impulses in 
which are Transmitted every signaling period; T. To 
limit their bandwidth such modulated sequences are then 
low-pass filtered by LPFs. The same low pass filters are 

applied at the receiver. The in-phase and quadrature sig-
nals at the output of low pass filter are: 

  I i H
i

S t I h t iT              (1) 

  Q i H
i

S t Q h t iT             (2) 

that is the impulse response of the low pass filter. 
The filtered signals are then multiplied by a carrier fre-
quency, added and transmitted through the Persian Gulf 
underwater acoustic channel. 

( )Hh t

To avoid the disadvantages of the side lobes and to 
reduce the ISI we transmit data with shaped pulses in-
stead of rectangular pulses. Therefore, the obtained 
QPSK symbols are passed through a modified raised- 
cosine filters (LPFs) with a roll-off factor 1   and 
impulse response . The transfer function of the 
baseband channel has the form: 

( )Hh t

  π 1
cos ;

2

fT
H f T f

T
   
 

        (3) 

that T = 1 1200 s. The transfer function of both the 
transmitter filter and receiver filter is then  X f , and 
the impulse response of the assumed non-fading part of 
the baseband channel is: 

    2e j ftx t X f 


  df            (4) 

Thus the impulse response of each filter is obtained 
through the inverse Fourier transform of Equation (3), 
which is: 
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To reduce side lobe levels, the impulse response of the 
filter is modified by multiplying it with a Hamming 
window given as: 

  0.76 0.39cosH

t
w t

T

    
 

        (6) 

The period of Hamming window is 2T that T is the 
period of each symbol. This window has 99.96% of its 
energy in the main lobe, with side lobes of over 20 dB 
down from the peak [11]. Thus Impulse response of fil-
ters is corrected: 

    H T Hh t h t w t              (7) 

We use this modified raised cosine filter in the trans-
mitter and receiver. In Figure 2, for the assumed sequence 
of “00110001101111011”, the output of the I and Q  
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 modulated carrier Signal for Q channel

modulated carrier Signal for I channel 

(c)  

Figure 2. (a) Q channel. (b) I channel. (c) QPSK signal. 

channels and the QPSK signals are shown. 

3. Channel 

In this section, as an introduction and the most basic step, 
the variation of sound speed profile in the Persian Gulf is 
investigated. The Persian Gulf, owing to its oil and gas 
resources, is an important strategic region, economically, 
politically and militarily, and is one of the busiest wa-
terways in the world. Countries bordering the Persian 
Gulf are the United Arab Emirates, Saudi Arabia, Qatar, 
Bahrain, Kuwait and Iraq on one side and Iran on the 
other side (Figure 3(a)). The Persian Gulf is ~990 km 
long and has a maximum width of 370 km. The average 
depth of it is 36 m. It occupies a surface area of ~239000 
km2 [12,13]. Extensive shallow regions, <20 m deep, are 
found along the coast of United Arab Emirates, around 
Bahrain and at the head of the Gulf. Deeper portions, 
>40 m deep, are found along the Iranian coast continuing 
into the Strait of Hormuz, which has a width of ~56 km 
and connects the Persian Gulf via the Gulf of Oman with 
the northern Indian Ocean. Tectonic driven subsidence 
deepened the seafloor of the Strait on its southern side 
(200 - 300 m depths are seen in some localized seafloor 
depressions) and produced a 70 - 95 m deep trough along 
the Iranian side of the eastern part of the Persian Gulf. A 
southward widening channel leads from the Strait south 
across a series of sills (water depth of ~110 m) and shal-
low basins to the shelf edge [13-15]. The narrow Strait of 
Hormuz restricts water exchange between the Persian 
Gulf and the northern Indian Ocean. According to the 
obtained measurements, as can be observed in Figure 
3(b), sound speed is the maximum during the summer 
(~1560 m/s) in the southern part of the Persian Gulf. 
Also, sound speed in the northern part of the Gulf varies 
from 1524 - 1528 m/s at the bottom and from 1547 - 
1552 m/s at the surface a roughly 20 m/s sound speed 
difference from surface to bottom [16-18]. 

3.1. Modified Empirical Formula for Sound 
Speed Based on Real Data of the Persian 
Gulf 

In this section, based on the performed measurements 
[19], the Medwin equation [20] is modified so that its 
output conforms to the measured sound speed profile in 
the Persian Gulf. In Figure 4, a profile of sound speed 
variation with depth is shown for the Strait of Hormuz 
location of 56.7˚E (Lon) and 25.4˚N (Lat). The water 
depth was 85 m, and the ADCP measurement tool, be-
longing to the NOAA submarine, was placed at a depth 
of 1 km. Considering the fact that sound speed variations 
with temperature and salinity in shallow waters are al-
most constant and in the range of 1500 to 1502 m/s, the 
horizontal axis of this figure shows the difference of the  
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(a) 
 

 
(b) 

Figure 3. (a) Bathemetry used in this study [12]. (b) Sound speed (plus 1500 m/s) in surface and bottom layers in different 
parts of the Persian Gulf. 
 
measured sound speeds from 1500 m/s. Also, the vertical 
axis of the profile depicts depth variations.   

2 31449.2 4.6 0.055 0.00029
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   .

T
     (8) 

The relation of sound speed versus salinity and tem-
perature in the Medwin formula is given by (8) [20]. 
Based on the salinity and temperature measurements 
from practical experiments (temperature = 33.56˚C, sa-
linity = 38.37ppt), for the profile of Figure 5, the sound 
speed results obtained from (8) are actually in the range 
of 1500 to 1501 m/s. 

However, the dependence of sound speed to depth in 
the Medwin formula (C = 0.016D) under similar condi-
tions of salinity and temperature, does not conform to the 
measured data; as Figure 6 clearly shows. 

Equation (9) is the modified version of the Medwin 
formula that we have presented. In this equation, the de- 
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Figure 4. Sound speed profile of the Persian Gulf. 
 
pendence of sound speed to salinity and temperature is 
incorporated into the Medwin formula. However, in this 
case, the sound speed versus depth is approximated by a 
10th order polynomial. 
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Figure 6 illustrates the output of the Medwin formula, 
the output of the obtained modified formula, and the ex- 

 

Figure 5. Amount of measured loss at different frequencies 
in the Persian Gulf. 

 
perimental data. In this figure, the approximation error 
(3%) for each point is well acceptable. 

3.2. Loss Modeling 

On the basis of extensive laboratory and field experi-
ments [18,19], the attenuation due to the absorption ef-
fects of Boric acid (B(OH)3), Magnesium sulphate 
(MgSO4), and pure water (H2O) is considered. The total 
loss is the sum of individual losses due to each material. 
The experimental measurements and the resulting profile 
for each material as well as the total loss are shown in 
Figure 5. 

 
Persian Gulf Data 

 
Figure 6. Obtained profiles from the Medwin formula, medwin modified formula, and real measured data; the difference 

etween real data and the presented model. b 
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3.3. Noise Modeling 

The model considered for noise is the combination of the 
thermal noise, shipping noise sea state noise and turbu-
lences [21,22]. Equation (10) depicts the general relation 
of the ambient noise. Also measured data of the Persian 
Gulf have been shown in Figure 7. 




0.1 0.1
10

0.1 0.1

10 log 10 10

10 10

traffic turbolence

see stae thermal

NL NL

NL NL

NL



 

 
    (10) 

3.4. Surface Scattering and Bottom Reflections 

To calculate the loss due to wave scattering at the surface, 
we use the probability density function of the Gaussian 
Normal distribution for the surface displacement variable. 
In the simulation, the mean surface reflection coefficient 
is calculated from (11) [18,19,23]. 

 2 22 cosRe kh
GaussR             (11) 

That k denotes the wave number. h is the effective 
value of the surface wave height. , is the angle of colli-
sion to the normal surface and R is the pressure reflec-
tion for the normal surface. We consider R = −1 and h is 
obtained from the spectral density of the water surface 
displacement. The most famous spectrum in this case is 
the Neumann-Pierson spectrum. For the calculation of 
wave bottom reflection coefficient, we use the Jackson 
pattern to select the bottom water type which is simu-
lated based on the Strait of Hormuz conditions and the 
Hamilton-Bachman model [19]. 

3.5. Mathematical Modeling of Multipath Effect 

In the performed simulation, the number of channel paths 
varies as a multiple of four. In the considered model, for 
the wave propagation from the transmitter to the receiver, 
we use four Eigen rays which are shown in Figure 8. 
The transmitted wave either follows one of the four Ei-
gen rays or a multiple of them. In the case of multiple 
reflections, after several reflections, the wave reaches the 
receiver in one of the four ways shown in Figure 8. 

In the image method, according to Figure 9, the sur-
face and bottom are considered as two mirrors. 

In the cylindrical coordinates, for a channel with depth 
D, the surface is at Z = 0 and the bottom is at Z = D. As-
sume that a transmitter is at (0, Zs) and a receiver is at (0, 
Z). Therefore, the first image of the transmitter, due to 
the mirror effect of the surface, is located at (0, –Zs). 
Then, the transmitter and this image, in relation to the 
bottom, are located at (0, 2D – Zs) and (0, 2D + Zs), mak-
ing the second and third images, respectively. In general, 

the number of images or the sources of virtual transmit-
ters equal infinity, and in each of the image repetitions, 
four new images are generated, each of which is related 
to one of the Eigen rays. According to this theory, the 
sound pressure field can be expressed largely through 
(12) [23,24]. 
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(12) 
In this equation, A is the amplitude of the sound w

R1

ave; 
 and R2 are the reflection coefficients of the surface 

 

 
Figure 7. Ambient noise Level for different frequency do-
mains. 
 

 
Figure 8. Four eigen rays used in the simulation; D  irect
Path (DP) -Refracted Bottom Reflected (RBR)- refracted 
Surface Reflected (RSR)- Refracted Surface Reflected Bot-
tom Reflected (RSRBR), the wave from the source follows 
one of these paths in reaching the receiver. 
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Figure 9. Schematic of a transmitter and its first three im
ages in the image theory for a homogenous channel.  

-

 
and bottom, respectively; 1 4,m m  are the reflection 
angles of the four Eigen rays; K is t ave number; and 
Lm1, Lm2, Lm3, Lm4 are the lengths of the displacement 
vectors of the Eigen rays RSRBR, RBR, RSR, DP in the 
(m + 1)th stage of the production cycle of virtual re-
sources, respectively. Considering the location of the 
generated image in the mth stage, the displacement vector 
lengths of propagation paths are in accordance with (13) 
[23,24]. 
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     (13) 

In the performed simulation, each of the reflection co-
efficients of the surface or bottom is calculated based on 
th

any other communication media, under-

e introduced pattern of that section. For the Persian 
Gulf channel, considering m = 1 (i.e. eight paths), we 
concluded that from the sixth path on, due to strong at-
tenuation of the transmitted wave, there was no signal 
reception. Hence, a five-path channel pattern is suitable 
for this region of the Persian Gulf [25]. 

4. Receiver 

Compared to m
water acoustic channels are generally band-limited and 
so involve relatively low data rates. Despite this, the 
channel distortions commonly encountered require com-
plex signal processing in the receiver, resulting in high 
computational loads and the need for power-hungry, 

high-speed hardware. Consequently, the design of a 
computationally-efficient receiver is crucial for practical 
implementations. Adaptive signal processing, in the form 
of adaptive equalization, has established itself as an inte-
gral part of nearly every digital communication receiver 
in use today. Digital acoustic communication is limited 
by severe ISI associated with shallow underwater chan-
nels. The ISI is caused by multipath propagation result-
ing from surface and bottom reflections [26,27]. To 
overcome the effects of inter-symbol interference; an 
adaptive equalization method employing a Mean Square 
Error (MSE) criterion is introduced. Computer simula-
tions are carried out to verify the effectiveness of the 
equalization scheme for high data rate communication. 
In the selection of an equalizer we consider convergence 
rate, processing complexity and the ability to track 
changes in the channel characteristics. There are a vari-
ety of algorithms which have been investigated to be 
used in underwater acoustic communication. In this pa-
per we have applied DFE equalizer for acoustic signal 
transmitting in the Persian Gulf channel. A decision 
feedback equalizer is a nonlinear equalizer that contains 
a forward filter and a feedback filter. The forward filter 
is fractionally spaced with spacing T 2 ; while the feed-
back filter contains a tapped delay line whose inputs are 
the decisions made on the equalized nal. The purpose 
of a DFE is to cancel inter symbol interference while 
minimizing noise enhancement. Figure 10(a). shows 
structure of decision feedback equalizer. The criterion 
used in the optimization of the equalizer coefficients is 
the minimization of the mean square error (MSE) by use 
of the least mean square (LMS) algorithm. The output of 
DFE at t = kT is given as [28-30]: 
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That is a positive adaptation constant which 

the rate of adaptation of the equalizer and stability of the 
sto

   (17) 

controls 

chastic gradient algorithm. Structure of the receiver 
has been shown in Figure 10(b). We can replace adap-
tive equalizer block with nonlinear equalizer (DFE). 
With respect to maximum delay in channel, DFE has 84 
weights in forward filter, 42 weights in backward filter 
and  = 10–4. 
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(a) 
 

 

(b) 

Figure 10. (a) Decision feedback equalizer. (b) Block diagram and structure of the receiver. 
 

5. Simulation
 

on results for the channel 
hose speed profile was shown in Figure 4 are pre-

ch ray in 2 di-
th

cases of multi-path propagation 
ha

ots) and very fine 
sa

es, the strengths of all rays consti-
tu

obability of 
err

 Results Figure 15 shows the delay spread of ea

In this section, the simulati
w
sented. The simulated channel characteristics are given 
in Table 1. In this case, the transmitter and receiver use 
the QPSK modulation with a bandwidth of 5 KHz and a 
carrier frequency of 27 KHz. Also, the transmitter and 
receiver are placed at a depth of 5 m and 70 m from the 
surface, respectively. Figure 11 illustrates the constella-
tion diagram of QPSK symbols and the power spectrum 
density of the band-pass signal with a 27 KHz carrier 
frequency, before the transmission through the channel. 
The constellation diagram of the received QPSK symbols 
after entering the fading channel is obtained according to 
Figure 12. As shown, the amount of Inter Symbol Inter-
ference is high in this figure. Also, Figure 13 illustrates 
the power spectrum density of the transmitted signal in 
the channel for each of the special paths. As expected, in 
the RSRBR path (Figure 13(d)), the largest attenuation 
takes place, and the signal in this path experiences 23dB 
loss. Figure 14 shows the ensemble of channel response, 
for the fifth path and the remaining paths after it the sig-
nal is strongly attenuated, as can be seen from comparing 
Figure 14(a) and 14(b). 

mensional views. For the 8  path, it is about 0.07 sec in 
comparison with the first (direct path). 

In the following, two 
ve been considered. One is at a mud bottom type 

(coarse silt) and lower wind speed (10 Knots) and the 
other is a bit higher wind speed (15 Kn

nd bottom type. 
Figure 16 shows the bit error rate of the detected sig-

nals in different signal to noise ratio (SNR). From this fig 
it can observed that when there is higher wind speeds 
and rough bottom typ

ting multi-path propagation is getting minimized. This 
is due to much reflection at lower wind speeds as well as 
much absorption loss of softer bottom types. 

Figure 17 illustrates the constelation plots of detected 
symbols in deferent SNRs at the output of the receiver, 
as can be shown, in SNR = 3dB (Figures 17(e) and 
17(f)), the scatter plot is well clear and the pr

or is on the order of 2 × 10−6. Therefore compared to 
the numer of transmitted symbols in each transmission 
which is 105, Pe becomes approximately zero. In addition, 
2500 symbol is applied for equalizer training and for 
convergence, the equalizer requires over 85 iterations.  
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(a) 

 
(b) 

Figure 11. (a) Constellation diagram of QPSK symbols. (b) 
power spectrum density of band-pass signal before entering 
the channel. 
 

 

 
(a) 

 

 
(b) 

 

 
Figure 12. Inference caused among QPSK symbols after 
passing the channel. (c) 
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(d) 

Figure 13. Power spectrum density of the four special paths 
used in the simulation. (a) Direct Path (DP). (b) Refract
Bottom Reflected (RBR). (c)  Surface Reflect  
(RSR). (d) Refracted Surfa ed Bottom Reflected 
(RSRBR). 
 

ed 
edRefracted

ce Reflect

 
(a) 

 
(b) 

Figure 14. (a) Received signals from different paths of 
channel without considering multipath effects. (b) Received 
signals from different paths hannel by considering ul-
tipath effects. In this model, channel has 8 paths. The first 
signal is for the direct path and the delays of other paths 
are calculated based on the traveling time of the first path. 

 of c  m

 
Figure 15. Multipath propagation depicting delays in 2D- 
view. 
 

 

Figure 16. BER of detected symbols versuse SNR under the 
condition of two different wind speeds and bottom types. 

6. Conclusions 

According to the real data obtained from field measure-
ments in the Persian Gulf and the simulations to which 
applied, at the first place, we present (9) as a suitable 
empirical formula describing the sound speed profile in 
the Strait of Hormuz. Secondly, on the basis of the pre-
sented patterns, considering a five-path channel is ap-
propriate for mentioned region. Thirdly, in order to 
achieve reliable and band-width efficient communica- 
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(a) 

 
(b) 

 

 
(d) 

 
(e) 

 
(f) 

Figure 17. Output scatter comparison of detected symbols 
in various SNR, wind speed, and bottom type. In (a, c, e): 
SNR = dB, 1.5 dB, 3 dB, respectively and wind speed = 
10Kn, for a coarse silt botto  SNR = 0 dB, 1.5 
dB, 3 dB, respectively and wind speed = 15 Kn, for a very 
fine sand bottom. 

m. In (b, d, f):

(c) 
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tions over an UWA short-range shallow water cha
similar to the Persian Gulf, using linear prediction coding
to compress acoustic signals and RC5 cryptography al-
gorithm, because of the opportunity for great flexib
in both performance characteristics and the level of secu-
rity, has a good performance. Finally, employing DFE
successfully copes with ISI and phase variations due to
multipath propagation in the Persian Gulf channel. 
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