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Abstract 
Cascade control is one of the most popular structures for process control as it is a special archi-
tecture for dealing with disturbances. However, the drawbacks of cascade control are obvious that 
primary controller and secondary controller should be tuned together, which influences each 
other. In this paper, a new Adaptive Cascade Generalized Predictive Controller (ACGPC) is intro-
duced. ACGPC is a method issued from GPC and the inner and outer controllers of a cascade system 
are replaced by one cascade generalized predictive controller, where both loops model are up-
dated by Recursive Least Squares method. Compared with existing methods, the new method is 
simpler and yet more effective. It can be directly integrated into commercially available industrial 
auto-tuning systems. Some examples are given to illustrate the effectiveness and robustness of the 
proposed method. 
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1. Introduction 
Cascade control is one of the most popular structures for process control as it is a special architecture for dealing 
with disturbances. It is widely used in practice, sometimes in a transparent way (embedded into the electronics 
of a servoactuator [1], controlled power supply [2], process control [3] etc.). The general block diagram of cas-
cade control is shown in Figure 1. Cascade control refers to the design of a control loop for one primary varia-
ble by means of multiple sensors and/or actuators and, in its basic configuration; it consists of two cooperative 
SISO control loops with different time constants. The time constants in inner loop and outer loop are always 
different. And this difference allows for separate design using conventional techniques. 
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Figure 1. General block diagram of cascade control.          

 
Previous researchers have proposed relay-based auto-tuning techniques to facilitate the design of cascade 

control systems. The methods proposed by Hang et al. [4] and Vivek and Chidambaram [5] need sequential ap- 
plication of the conventional relay-based auto-tuning approach, and are therefore still time consuming. The se-
quential tuning procedure has been improved so that only single relay experiment is required for auto-tuning [6]- 
[9]. However, an off-line or ad hoc experiment must be performed in these methods. For example, Leva and 
Donida [6] performed test with relay cascaded to an integrator, and Mehta and Majhi [8] restricted the secondary 
controller to controller during the relay test. Besides the relay-based method, Visioli and Piazzi [10] proposed an 
automatic tuning method consisting of an open-loop test for cascade control system. Veronesi and Visioli [11] 
recently proposed simultaneous closed-loop automatic tuning method for cascade controllers. Their method 
evaluates the set-point step response of cascade control system. 

Whatever, based on the PID there are always two controllers needed to be configured. And obviously, the 
drawbacks of cascade control are obvious that primary controller and secondary controller should be tuned to-
gether, which influences each other. If there is not a substantial difference in time constants, although this strat-
egy can still be pursued, the loop design cannot be made independently and based on SISO techniques. So tun-
ing is not intuitive: centralized configurations might be preferable. CGPC [12] [13] is a method issued from 
GPC and the inner and outer controllers of a cascade system are replaced by one cascade generalized predictive 
controller. In this control paradigm, there is only one controller configured. If the models of inner process and 
out process were known, the controller can be auto-configured. This paper proposed an adaptive CGPC cascade 
controller shown in Figure 2. The both loops model are SISO. And the model can be identified by the classical 
method, respectively. 

2. GPC with Constraints 
GPC adapts the model so-called Controlled auto regressive integrated moving average (CARIMA) model [14] [15]. 

( ) ( ) ( )1
1 1

T z
A z B z

−
− −= +

∆
y u e                                   (1) 

where, ( )1T z−  is the model of noise, but it is commonplace to treat ( )1T z−  as a design parameter. Because it 
has direct effects on loop sensitivity and so better closed-loop performance will be got with a ( )1T z− . 

Then, a general form of future predictions is 
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And the followed can be derived 
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TC  is the toeplitz matrix of ( )1T z−  and TH  is the hankel matrix of ( )1T z−  [16]. Constraints on process 
inputs and outputs make the controller and consequently the entire closed-loop, nonlinear. 

Use the cost function and optimization 
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Figure 2. Proposed control paradigm of adaptive cascade control.  

 
where, ( )r k j+  is j step ahead reference. yN  is receding horizon and uN  is control step. yW , uW  is the 
output and input weight factor. Described in matrix form, the GPC with constraints is converted to be the opti-
mization problem which is 

2 2
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where, J  is subject of the following constraints. Where S  is positive definite and f , kd  are time varying 
(dependent on the current state).  

( )T T
free,     =y u yS W W W= Γ Γ + −Γ −



f r y                               (7) 

The (6) is a standard quadratic programming with constraints. The constraints in GPC will be described as the 
following. 
 The Control Law without Constrains 

Solve the 0J
u
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=
∂

 

The control law without constrains is derived as  
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 Input move constraints 
∆u  is the lower bounds of input move constraints, and ∆u  is the upper bounds of input move constraints. 
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Which can be described in vector form as (9). 
U U∆ ≤ ∆ ≤ ∆



u                                          (9) 

And satisfy the matrix inequality (10) 
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 Input constraints 
u  is the lower bounds of input constraints, and u  is the upper bounds of input constraints.  
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where, 
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The corresponding linear inequalities are 
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 Output constrains 
The output of plants always needs to be constrained in the bounds, as demand of process requirements. And 

they always are treated as soft constraints. Y  is the lower bounds of output constraints, and Y  is the upper 
bounds of output constraints. 
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If all constraints are satisfied, the (6) can be described as 
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qpOASES (quadratic program Online Active SEt Strategy) is an open-source implementation of the recently 
proposed online active set strategy, which was inspired by important observations from the field of parametric 
quadratic programming [16] [17]. The standard form is 
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The (6) can be converted to be in the qpOASES form. And the followed can be derived from (9), (11), (12) 





ublb

U U∆ ≤ ∆ ≤ ∆


u  

( ) ( )1 1k I kU L U L− ∆ −− ≤ ∆ ≤ −


u C u u  

( ) ( )Y P Q Y P Q− ∆ − ≤ Γ∆ ≤ − ∆ −  

   

  

 

u y u u y  

And we can get 



T. Geng, J. Zhao 
 

 
74 

1 1k kI

AlbA ubA

U L U L
Y P Q Y P Q

− −∆
−  −   

≤ ∆ ≤     − ∆ − − ∆ −Γ      





 
 












u uC
uu y u y

 

Algorithm 1-GPC with constraints 
1) Firstly, we can identify the plant ( )1A z− , ( )1B z− , and ,  ,  P QΓ   can be calculated from (3), (4), Specify 

the factor yW , uW , ( )1T z− , receding horizon yN , control step uN , bound of input ,  U U , bound of  

input rate ,  U U∆ ∆ , bound of output ,  Y Y , calculate the ,  ,  lb ub A , initialize QProblem object (qpOASES). 
2) sample the output, update 



y . 
3) update ,  lbA ubA  and QProblem object, return the optimization value ∆



u . 
4) update ∆



u , output k∆u . 
5) go to (2). 

3. Cascaded Generalized Predictive Control 
As shown in Figure 2, Inner process model is described as 

( ) ( ) ( )1
11 1

1 1 1

T z
A z B z

−
− −= +

∆
v u e                                    (14) 

And outer process model is described as 
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Similar to Formula (1) and (2), future predictions for Formula (14) is 
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And the future predictions for Formula (15) is 
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By substitution of Formula (16) into Formula (17) 
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The control law without constrains corresponds with (8). 
The control law with constrains for intermediate output 
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V  is the lower bounds of intermediate output v constraints, and V  is the upper bounds. By substitution of 
Formula (18) into Formula (19) 
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The control law with constrains is converted to be standard quadratic programming with constraints problem 
and can be solved by Algorithm 1. 

4. Classical RLS Method 
The SISO system can be identified by classical RLS method, which is described as followed. 
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
  means filter by T  in Equation (1). where θ  is a vector of adjustable model parameters and ke  is the 

corresponding error at time k . The aim is to select θ  so that overall modeling error is minimized. The clas-
sical recursive least square algorithm is 
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In the RLS algorithm, the kP  update equation Equation (21) is very sensitive to the truncation errors and 
there is no guarantee that kP  will always be positive and symmetric defined. The parameter identified by RLS 
will have biases from the true parameters, the stability and robustness of the algorithm is very poor. And then 

kP  is revised as 

( )T 2k k k= +P P P  
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5. Verification on Proposed Scheme 
Two examples are presented here to illustrate the effectiveness of the proposed tuning method for cascade con-
trol systems shown in Figure 2. The parameters of the ACGPC are in the Table 1. 

In simulation, there is an identification process at first 100 s. Both inner and an outer model are identified by 
the classical RLS, respectively. The final value of model identified by the RLS is shown in the Table 2 and Ta-
ble 3, respectively. And the Figures 3-6 show model parameters estimated by RLS. There is rarely fluctuation 
in convergence of parameter estimated. Based on the model, the CGPC is applied to control the cascade system. 
The outer process outputs (primary outputs) of the control loops are presented in Figures 5-8. The figure clearly 
shows the CGPC have excellent transient performance. This implies that all the good properties of the cascade 
control are kept in the ACGPC. This behavior is specific to the cascade structures. And the ACGPC can auto- 
tune the CGPC.  

 
Table 1. Numerical simulation parameters setting.                                     

parameters Symbol Value 

GPC 

Sample time sT  1 s 

( )1

1
T z −  ( )11 0.9 z −−  

( )1

1
T z −  ( )11 0.9 z −−  

Output weighting factor yW  1 

input weighting factor uW  0.4 

predictive horizon yN  20 

control horizon uN  3 

maximum rate ∆u  1 

minimum rate ∆u  −1 

maximum level limits u  2.5 

minimum level limits u  −2.5 

RLS 
µ  0.95 

0θ  0.1 * 13×1 

 
Table 2. Identification result of RLS for the real model.                                

Symbol Value 

Inner loop model 1A  [ ]1.0000   0.9048−  

Inner loop model 1B  [ ]0.0952  

Outer loop model 2A  [ ]1.0000   0.9458−  

Outer loop model 2B  [ ]0.03  

 
Table 3. Identification result of RLS for the real model.                                

Symbol Value 

Inner loop model 1A  [ ]1.0000   0.8187−  

Inner loop model 1B  [ ]0.1813  

Outer loop model 2A  [ ]1.0000   0.9625−  

Outer loop model 2B  [ ]0.0202  
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Figure 3. Identification result of RLS for the real model 

( )1G s  and ( )2G s .                               

 

 
Figure 4. The control signals with and with control in-
put constraints.                                   

 

 
Figure 5. The tracking and regulation performance of 
the CGPC.                                      

 

 
Figure 6. Regulation performance of the CGPC under in-
ner disturbance disturbance which zoomed in Figure 5.     
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Figure 7. The control signals with and with control in-
put constraints.                                  

 

 
Figure 8. The control signals with and with control in-
put constraints.                                   

 
• Example 1 

The inner process is: 

( )1
1

10 1
G s

s
=

+
 

The outer process is: 

( )2
0.6

20 1
G s

s
=

+
 

• Example 2 
The inner process is: 

( )1
1

5 1
G s

s
=

+
 

The outer process is: 

( )2
0.6

30 1
G s

s
=

+
 

6. Conclusion 
This paper developed an ACGPC method for the cascade control system, which gives the possibility to identify 
and control some different variables together. Both inner loop and outer loop process model, parameters can be 
identified using classical RLS method. Consequently, well-identified model based on CGPC can be applied to 
cascade control system. Finally, two examples were given to show the effectiveness of the proposed method. 
The method is very straightforward and has been integrated into an existing auto-tuning system. It is now being 
tested in an electrical drives system and the field results will be reported soon. 
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