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Abstract 
Despite the significant number of boundary element method (BEM) solutions of time-dependent 
problems, certain concerns still need to be addressed. Foremost among these is the impact of dif- 
ferent time discretization schemes on the accuracy of BEM modeling. Although very accurate for 
steady-state problems, the boundary element methods more often than not are computationally 
challenged when applied to transient problems. For the work reported herein, we investigate the 
level of accuracy achieved with different time-discretization schemes for the Green element me- 
thod (GEM) solution of the unsteady convective transport equation. The Green element method (a 
modified BEM formulation) solves the boundary integral theory (A Fredholm integral equation of 
the second kind) on a generic element of the problem domain in a way that is typical of the finite 
element method (FEM). In this integration process a new system of discrete equations is produced 
which is banded and hence amenable to matrix manipulations. This is subsequently deployed to 
investigate the proper resolution in both space and time for the chosen transient 1D transport 
problems especially those involving shock wave propagation and different types of boundary con- 
ditions. It is found that for three out of the four numerical models developed in this study, the new 
system of discrete element equations generated for both space and temporal domains exhibits 
accurate characteristics even for cases involving advection-dominant transport. And for all the 
cases considered, the overall performance relies heavily on the temporal discretization scheme 
adopted. 
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1. Introduction 
We have chosen to adopt the convection-diffusion equation for this study because of the ubiquitous role it plays 
in science and engineering fields. Its applications range from groundwater flows, pollutant transport, hydraulics, 
astrophysics, heat transfer, petrochemistry, chemical engineering, to the transport of momentum and vorticity in 
fluid flow. Secondly its unique ability to admit either a parabolic or hyperbolic nature offers a very challenging 
computational experience in numerical analysis. 

Little progress has been made towards the analytical solutions of the one-dimensional convection-diffusion 
equation when initial and boundary conditions become complicated. Hence the existing analytical solutions are 
limited to problems with simplified boundary or initial conditions [1] [2]. Numerical approaches should there- 
fore be sought for more challenging cases especially where the scalar profiles have been known to exhibit steep 
gradients in response to Dirichlet outflow boundaries and discontinuities in the boundary conditions; or where 
severe unphysical oscillations result when grid sizes are not small enough to resolve steep gradients. 

The relative simplicity and the basic principles of the ease of formulation of the finite difference method 
(FDM) is known to attract many followers especially from the engineering community [3] [4]. The common be- 
lief that the FDM is capable of solving many problems of engineering interest is reflected on the piles of papers 
published in this field. However not all these publications emphasize on its reliability and accuracy. It may be 
surprising that the list of relatively simple, albeit extremely challenging problems that have not been adequately 
resolved numerically includes the simplest problems of time dependent and convection-dominated problems. 
Although some of these problems have been used to validate commercial codes, it still remains a mystery how 
the effects of singularities in the initial and boundary conditions or non-uniformity of the flux profile have been 
overlooked. Sometimes refinement of time step size or spatial grid size, a common remedy for numerically 
challenging problems has been known to fail. As a consequence, alternative solution techniques have been 
sought as a remedy. 

A great deal of effort has been devoted to the finite element method (FEM) solution of the convection-diffu- 
sion equation. It is well known the standard Gelerkin FEM is not capable of handling some of the difficulties 
posed by the numerical solution of the convection-diffusion (CD) equation. A combination of standard Galer- 
kin FEM spatial discretization with second-order accurate time approximation schemes such as the Crank-Ni- 
colson, Lax-Wendroff and the leap-frog still fails to perform successfully thus rendering these methods unsuit- 
able for practical applications. A comprehensive account of finite-element-based schemes for CD equation so- 
lutions can be found in Morton [5]-[7] and later work by John et al. [8], Hongfei and Honxing [9]. 

Hence well established numerical techniques though reliable for the so called smooth problems can some- 
times underperform for the non-smooth ones often encountered in science and engineering. It will be noted that 
for the particular case of transient problems, the major challenge here does not merely lie in achieving an accu- 
rate spatial resolution of the governing CD equation but in guaranteeing an accurate numerical coupling between 
the spatial and time approximations for a particular problem. Methods for producing reliable numerical results 
should therefore go beyond the process of introducing extra diffusion effects to damp the unphysical oscillatory 
behavior of highly convective flows to creating the right balance between spatial and temporal approximations. 
In this respect, it can be surmised that schemes which employ approximations optimally can enhance the re- 
quired synergy between spatial and temporal approximations (Taigbenu and Onyejekwe [10], Onyejekwe [11]). 

A lot has been written about BEM within the past decade due to its rapid spread as a competitive numerical 
technique, yet more advanced versions of it are needed to deal with field problems of engineering interest. It is 
well known that for linear potential and steady state problems, BEM ranks as one of the best numerical tech- 
niques due to its boundary-only character and ease of formulation. However for transient problems which is our 
major concern in this paper, domain integration is needed. To prevail over this problem, several versions of 
BEM have been developed; more importantly, are those based on the theory of particular integrals (Banerjee 
[12]) as well as the dual reciprocity boundary element formulations (Wrobel and Brebbia [13], Power and Pa- 
tridge [14] and Bulgakov et al. [15]). Higher order boundary element method involving free space time-depend- 
ent fundamental solutions have been used to obtain boundary integral formulation of the transient CD equation 
(Grigoriev and Dargush [16]). Despite these attempts, a current review of boundary element literature related to 
the solution of transient problems still reflects a noticeable decrease in accuracy compared to steady state prob- 
lems of the same level of complexity and rigor. The reasons for these have not been fully addressed. Moreover it 
has not been possible except in very few cases [17] [18] to find any work that relates to the existence of certain 
numerical difficulties that are specific to time dependent BEM formulations. Suffice it to say presently that the 
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boundary-only character of the boundary element theory and its characteristic dimension-reduction capability 
are not maintained when dealing with transient parabolic/hyperbolic equations or problems subject to singular 
response arising from non-uniformity of boundary and/or initial conditions. Domain integration oftentimes re- 
garded as an undesirable numerical feature in BEM circles has to be addressed for these types of problems and 
this often gives rise to surrogate varieties of BEM formulations whose accuracy have not been fully verified for 
transient transport problems. Competitive efforts along these lines have been recorded by Brebbia and Skerget 
[19] where they applied the temporal free space Green functions in two spatial dimensions to model the trans- 
port equation for low values of Peclet number. Cases for a much wider range of Peclet numbers were handled by 
Taigbenu and Liggett [20]. The development of an accurate BEM based formulation for time-dependent prob- 
lems of the CD type and an investigation of the computational difficulties specific to only BEM formulations is 
a task that is just beginning (Grigoriev [21], Peratta and Popov [22]). 

To extend the range of applicability of the BEM formulation and especially to deal with the issues related to 
the numerically difficulties introduced by its encounter with domain discretization for transient problems, we 
adopt the Green element method (GEM) approach. GEM (Taigbenu [23]) is rooted in a BEM-FEM formulation 
and derives a system of discrete element equation based on the singular integral boundary element concept. Its 
element-by-element formulation promotes its ability to handle not only media heterogeneity (Onyejekwe [24]) 
but also transient and nonlinear problems (Onyejekwe [25]). This approach totally obviates the complexities 
arising from the use of a two-dimensional boundary element mesh to model a one-dimensional transient problem 
and hence permits a direct focus on the numerical challenges related to the integral solutions of one-dimensional 
time-dependent problems. 

2. Green Element Formulation 
Let us consider the partial differential equation that describes the one-dimensional transport of a scalar in a ho- 
mogeneous medium under transient fluid flow conditions: 

( ) ( )2

02

, ,
0 on L

T x t T x t TD U x x x
x x t

∂ ∂ ∂
− − = ≤ ≤

∂ ∂ ∂
                      (1) 

In (1), t is the time, x is the space co-ordinate, T(x,t) is the temperature, U is the velocity of flow, D is the dif- 
fusivity, L is the specific length of the flow domain Equation (1) governs the transient convective heat diffusion 
for 0t ≥  in a one-dimensional domain bounded by two end-points. Both the temperatures T(x,t) and their flux- 
es can be specified as Dirichlet and Neumann boundary conditions respectively. In addition to the boundary 
conditions, initial conditions can also be specified at 0t = . For example, the first-type or Dirichlet boundary 
condition, specifies the values of the dependent variables at the end-points: 

( ) ( ) ( ) ( )0 0, , , 0L LT x t g t T x t g t t= = ≥                        (2a) 

The second-type or the Neumann-specifies the flux or the spatial derivative of the scalar being transported: 

( ) ( )
0

0 , 0
L

L
x x x x

T TD q t D q t t
x x= =

∂ ∂
− = − = ≥

∂ ∂
                      (2b) 

And the third-type or the so called Cauchy-type boundary condition is a combination of the first and the sec- 
ond-type boundary condition and is given as: 

( ) ( )
0

0 0 0 , 0
L

L L L
x x x x

T Ta T b D z t a T b D z t t
x x= =

∂ ∂   + = + = ≥   ∂ ∂   
               (2c) 

 
where 0 0, , ,L La b a b  are known coefficients. Because of the transient nature of Equation (1) an additional condi- 
tion must be imposed for the solution to be unique.  

( ) ( )0 0,T x t t s x= =                                  (2d) 

This condition describes the earlier attained state of equilibrium of the system or the so called initial condition 
before the beginning of computation. Because of its unique relationship with the problem domain, BEM formu- 
lation can no longer be restricted to the problem boundary whenever it is specified. 
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Our GEM formulation starts by converting the governing differential equation into its integral analog. For the 
sake of clarity some of the steps given in Taignenu and Onyejekwe [10] will be re-emphasized. 

A complimentary differential equation is proposed: 

( )
2

2
d on
d i

G x x x
x

δ= − −∞ ≤ ≤ ∞                             (3a) 

where ( )ix xδ −  is the Dirac delta function and ix  is referred to as the source node. 
The solution of Equation (3a), sometimes referred to as the free-space Green’s function is given by: 

( ) ( ), 0.5i iG x x x x k= − +                                  (3b) 

where k is an arbitrary constant whose value is usually set to the highest length of an element in the computa- 
tional domain. We embark on obtaining the integral representation of Equation (1) by invoking one of the 
Green’s second identities for two functions ( ) ( ), , ,iG x x T x t  which are at least twice differentiable with respect 
to the spatial variable namely: 

00

2

2
d dd
d d

LL x xx

x xx

G T G TT G x T G
x x x x

=

=

 ∂ ∂ − = −   ∂ ∂  
∫                          (3c) 

Equations (1), (3a) and (3b) are substituted into Equation (3c) to yield: 

( )
0 0 0

d, d 0
d

L L Lx x x x x x

i i
x x x x x x

G T T TD T x t T G G U x
x x x t

λ
= = =

= = =

 ∂ ∂ ∂     − + − + + =       ∂ ∂ ∂      
∫              (3d) 

where the spatial derivative of the free-space Green function is given by : 

( ) ( ) ( )d ,
0.5

d
i

i i
G x x

H x x H x x
x

 = − + −                              (3e) 

and H the Heaviside function and is defined as: 

( )
1,

,
0,

i
i

i

x x
H x x

x x


= 






 

The term iλ  takes care of the source point Eularian coordinate according to the properties of the Dirac delta 
function. For example 1λ =  when the source point ix  is within the problem domain [ ]0 , Lx x , and 0.5λ =
when the source point is at 0x  or Lx . 

It is proper we recognize equation (3d), as a degenerate form of the Fredholm integral equation and the 
integral analog of Equation (1). Up till now no approximation has been employed in this elegant BEM integrali- 
zation procedure. A finite-element-like solution of Equation (3d) is sought for each element of the problem do- 
main. For a one-dimensional GEM implementation, the solution domain between [ ]0 , Lx x  is divided into ele- 
ments. For M elements, the integral representation of the governing differential equation can be expressed as the 
summation of the integral representation of each of the elements; and Equation (3d) can now be written as: 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( )
2

1

2 2 2
1

1 1 1 2 2

1 1

2

1 d 0 1,2

M
e e e e e ee

i i i
e

e e e e e e e e
i i i

x
e e e e

i i
x

T H x x H x x T

H x x H x x T x x k

Tx x k x x k U x i
D t

λ

ϕ

ϕ ϕ

=

 − + − − − 

  − − − − − − +    

∂  + − + + − + + = =    ∂ 

∑

∫

           (4a) 

In order for the line integral over a generic element of the problem domain to be evaluated, we need to inter- 
polate all the functional values within the integral. This is the only step that warrants an approximation in this 
formulation. For the purposes of this work, we adopt linear interpolating functions to approximate these quanti- 
ties. For example,  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2, , e e e e e e

j j
T x t x t t t
x

ϕ ϕ ϕ ϕ∂
= ≈ Ω +Ω = Ω

∂
                    (4b) 
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where ( ) ( )1
e tϕ  stands for the value of the flux ( ),x tϕ  at the Eularian coordinate ( )

1
ex  at time t. A local coor-

dinate system ξ  with origin at 1x  is introduced not only to handle the positioning of the source and field  
nodes within an element but also to deal with element integration. It is expressed as: ( )

1 , 0 1e ex x lξ ξ= − ≤ ≤ .  

The element interpolation functions for the case of a 1-D linear element are then given by: ( ) ( )
1 21 ,e eξ ξΩ = − Ω = .  

Interpolation guarantees that the terms within the integral are piecewise continuous at each node, that is they 
possess 0C  continuity. Applying interpolation to the element integral equation yields: 

( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )

( )( ) ( ) ( ) ( ) ( )( ) ( )
( )

( )
( )2

1

2 2 2 1
1

1 1 2 2 1 1

1 1
1 1 2 2 1 2

2

1 d 0 1,2

M
e e e e e e e ee

i i i i
e

e e e e e e e e e
i i i

x e e
e e e e e e e

i
x

T H x x H x x T H x x

H x x T x x k x x k

T Tx x k U x i
D t t

λ

ϕ ϕ

ϕ ϕ

=

  − + − − − − −  

   − − − − + + − +       
    ∂ ∂

+ − + Ω +Ω + Ω + Ω = =       ∂ ∂     

∑

∫

      (4c)

                     
 The flexibility offered by GEM hybrid formulation allows the source node of Equation (4c) to be related sep- 

arately to the nodes of a generic element. Placing the source node ix  at the nodes 1x  or 2x  of an element 
yields the following equations: 

When the source node ix  is located at 1x  Equation (4c) becomes: 

( ) ( ) ( ) ( )( ) ( )

( )
( )( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( )

1 2 1 2
1

1
21 2

1 1 2 2 1 1 2 2 1 2
0

1

d d
1 d 0

d d

M
e e e e e

e

e
e e e e e e e e

T T l

T Tl l U U
D t t

ϕ ϕ

ξ ϕ ϕ ξ

=

 − + + − + 

    + + Ω +Ω Ω +Ω +Ω +Ω =    
    

∑

∫
    (4d) 

Similarly for 2ix x=  
( ) ( ) ( ) ( )( ) ( )

( )
( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( )

1 2 2 1
1

1
21 2

1 1 2 2 1 1 2 2 1 2
0

1

d d
1 1 d 0

d d

M
e e e e e

e

e
e e e e e e e e

T T l

T Tl l U U
D t t

ϕ ϕ

ξ ϕ ϕ ξ

=

 − − + + 

    + + − Ω +Ω Ω +Ω +Ω +Ω =    
    

∑

∫
  (4e) 

Equations (4d) and (4e) can be written in matrix form as: 

( )
1

d 0
d

M

ij j ij ij j ij
e

TDR T DL US S
t

ϕ
=

 + + + = 
 

∑                         (4f) 

Without any loss in generality both the summation notation ∑  and the element counter ( )e  can now be 
dropped. Equation (4d) is a system of element first-order linear ordinary differential equations which can be 
solved at all the nodes for the primary variable ( ),T x t  and its spatial derivative ( ),x tϕ . In order to integrate 
forward in time we need to devise an approximation for the time evolution operator. 

( ) ( ) ( )1: n nt T t T t +∈ ∆ →                                  (5a) 

Equation (5a) allows us to transport the numerical solution at a given time nt n t= ∆  to the next time level 
1n nt t tα+ = + ∆  where α  is a time weighting factor. Equation (4d) can now be written as: 

( ) ( ) ( ) ( )

( ) ( )

1 1
1

1

1

1 0 , 1,2, 0 1

m m m
ij j ij m ij j ij j ij m ij

m m m
j ij j j

DR T DL U S DR T DL U S

S T T i j
t

α α ϕ α α

ϕ α

+ +
+

+

       + + + − + +       
 + + − = = ≤ ≤ ∆ 

            (5b) 

We shall refer Equation (5b) as MOD 1. Another approximation of the temporal derivative term which de- 
pends on the use of a modified fully implicit time scheme to advance to the next time station is given as:  

( ) ( )( ) ( )
( )

1

1
1d d d

1 , 1 2
d d d

m

mm
j j jm m

j j
t t

T T T
T T

t t t t
α α α

+

+
+

=

= ≈ − + − ≤ ≤
∆

           (5c) 
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Adopting the modified fully implicit approximation, Equation (4d) can be written as: 

( ) ( ) ( ) ( )( ) ( )
( )

1 1 1
1

d
1 0 , 1,2 1 2

d

m
jm m m m

ij j ij m ij j ij j j

T
DR T DL U S S T T i j

t t
αϕ α α+ + +

+

 
     + + + − + − = = ≤ ≤    ∆  

  (5d) 

Equation (5d) is referred to as MOD 2. Both MOD 1 and MOD 2 are finite-difference based time approxima- 
tion schemes. The next approach will explore the integration of Equation (4d) in the temporal domain by adopt- 
ing a FEM-like one-step Galerkin procedure. This aproximation provides another variation of time discretiza- 
tion. 

( ) ( )
0

d
0

d

ft
j

ij ij ij ij j ij
t

T
DR T DL US S t

t
ϕ

   + + + ℘ =  
   
∫                      (5e) 

where ( )t℘  is a time domain interpolating function. A linear interpolation in the time domain is adopted for  

the dependent variable to yield: ( )0 0f
f

tT T T T
t

≈ + −  where: 0 0at ,T T t t= =  atf fT T t t= = . After the  

chores of integration, the following discrete equation is obtained: 

( ) ( ) ( ) ( )1 13 3 2
2 2 0ij ij ij ijm m m m

ij j ij j ij j ij j

S S US US
R T R T L L

D D D D
ϕ ϕ+ +       

+ + − + + + + =       
       

       (5f) 

Equation (5f) is known MOD 3. Next, the temporal derivative is approximated implicitly and the discrete eq- 
uation integrated within the time domain by interpolating the time variable. The resulting discrete equation is 
given by: 

( ) ( ) ( )

( ) ( )
( )

1 13 3 2
2 2

d
3 1 0 1 2

d

ij ij ijm m m
ij j ij j ij j

m
ij jm

ij j ij

S S US
R T R T L

D t D t D

US T
L S

D t

α α
ϕ

ϕ α α

+ +     
+ + − + +     ∆ ∆     

   
+ + + − = ≤ ≤   
   

                (5g) 

where the coefficients are given by: 

( )
( ) ( )

0

1 11 1
, d

1 11 1

ml
m

ij ij ij i j
m

l
R L S G x x x

l
 − +− 

= = = Ω   + −−   
∫  

Equation (5g) is called MOD 4. We may emphasize that although time-dependent discretized equation has 
been shown before in BEM literature, the numerical implementation of these solutions have often been com- 
promised by inaccuracies resulting from attempts to move back and forth from the problem domain to the 
boundary and by adopting ad-hoc procedures to deal with the temporal domain. GEM avoids these problems 
(Taigbenu and Onyejekwe [10]) by adopting a FEM-like hybrid procedure to handle the problem domain and 
also by guaranteeing that both the source and the field nodes are situated within the same element. 

The numerical formulations developed herein are tested on transport problems of increasing complexity and 
their overall performance assessed with respect to closed form solutions. 

3. Numerical Experiments 
Numerical examples of the linear one-dimensional convection-diffusion problems are used to verify the capabil- 
ities of the models developed herein. For Problem 1, consider Equation (1) with initial and boundary conditions 
given by: 

( )
( ) ( )

,0 0, 0 1

0, 0, 1, 1.0, 0

T x x

T t T t t

=

= =

 



                            (6a) 

The analytical solution can be obtained by separation of variables [18] and is given by: 
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( ) ( )

( )

( ) ( )
( )

22π
41 2

2
1 2

1 πe 1.0, e sin π e
e 1.0 π

2

Ux Us s D tD DU x D
U

sD

s
T x t s x

Us
D

 
− + ∞

−   

=

−−
= + ∗

 − +  
 

∑        (6b) 

This problem, is used as a test in [26] and poses a computational challenge at x = 1 where it is characterized 
by steep boundary layers. In order to highlight the performance of the model formulations, we introduce the fi- 
nite difference Crank-Nicolson technique. Table 1(a) displays the numerical results and the exact solutions, 
while Table 1(b) illustrates the error distributions for the four models under study. All the methods are seen to 
be in agreement with the analytical results for relatively low values of Reynolds numbers. 

Four error measurements namely the root-mean-square (rms), the 2L  and L∞  norms together with the ab- 
solute error are used for this study. The L∞  norm evaluates the maximum nodal-based scalar residual. It is 
much stricter than the scalar root-mean-square residuals and indicates the largest error in the computational do- 
main for each time step. Figure 1(a) and Figure 1(b) display the temporal error evolution for different values of 
Reynolds numbers. Note that Figure 1(a) shows that MOD 4 performs the best out of the three other models for 
Re = 1.0. However, this is not the case for Re = 10.0 where the other three models register lower values of the 
L∞  norm. Table 1(c) illustrates that a time step size refinement, a common remedy for smooth problems, does 
not result in significant improvement of numerical results as indicated by the magnitudes of the normalized L∞  
norm and root-mean-square (rms) error. However it once more confirms the overall superiority of the other 
models compared to Model 4 as the value of Re increases.  

Problem 1 does not allow a thorough investigation of the ultimate capability that can be attained by any of the 
models with respect to time and space since little variations in terms of errors are manifested for a greater part of 
the problem domain. For this reason, we consider another problem with a sharp front gradient (Problem 2): 
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                         (7a)  

The analytical solution to the above problem is given by: 

( ) 1 0.205 0.0905,
2 2 2

x Ut x UtT x t erf erf
Dt Dt

 − + − + −   
= +    

    
                   (7b) 

 
where the error function is defined as: 

( ) 2

0

2 e d
π

erf η η
ℜ

−ℜ = ∫                                  (7c) 

Table 2 illustrates the performance of all the models as indicated by various error measurements for different 
values of Peclet (Pe) and Courant (Cr) numbers at a stopping time 0.2τ =  It should be noted that no special 
refinement involving discretization has been implemented to capture the singular nature of the temperature pro- 
file. In addition care has been taken not to compare results only at selected points located away from those areas 
where the scalar profile undergoes discontinuity or to choose a time where the numerical errors are no longer 
significant. It is proper to assume that the largest errors occur in the first time step in the vicinity of the singular 
part of the solution profile. We observe that the capability of all the models to accurately reproduce the solution 
profile becomes less as the Pe increases. MOD 1, MOD 2 and MOD 3 are significantly more accurate than MOD 
4 in terms of the errors generated. In Figure 2, it can be seen that MOD 4 generates higher errors based on the  

normalized L∞  norm 
max

L
T

∞ 
 
 

. The “kink” observed for all the models shows that integration is most diffi- 

cult at small time steps where the solution profile has not yet stabilized. Note that the rate of increase error is 
proportional to the increase in time step for MOD 4. This discrepancy in performance for MOD 4 can be attributed 
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Table 1. (a) Numerical solutions Problem 1: Δx = 0.01, Δt = 0.01, Re = 0.01, τ(stoppage time) = 1.0; (b) Comparison of 
L∞,L2 norms Problem 1: Δx = 0.01, Δt = 0.01, Re = 1.0, τ(stoppage time) = 1.0; (c) Comparison of errors for different 
parameters of Problem 1: τ(stoppage time) = 1.5.                                                               

(a) 

0.01t x∆ = ∆ = , stopping time (T) = 1.0, Re = 1.0 
x MOD 1 MOD 2 MOD 3 MOD 4 CN Exact 

0.1 0.061203 0.061200 0.062014 0.061202 0.061175 0.061205 
0.2 0.128843 0.128837 0.128840 0.128841 0.128789 0.128846 
0.3 0.203598 0.203589 0.203593 0.203596 0.203522 0.203603 
0.4 0.286216 0.286204 0.286211 0.286213 0.286123 0.286222 
0.5 0.377525 0.377510 0.377519 0.377522 0.377422 0.377531 
0.6 0.478439 0.478422 0.478433 0.478435 0.478332 0.478444 
0.7 0.589967 0.589951 0.589961 0.589963 0.589867 0.589972 
0.8 0.713223 0.713212 0.700333 0.713222 0.713145 0.713230 
0.9 0.849474 0.849441 0.949445 0.849447 0.849401 0.849451 

(b) 

0.01 0.01x t∆ = ∆ =  
x-coordinate MOD 1 MOD 2 MOD 3 MOD 4 

0.1 0.25e−05 0.17e−05 0.99e−06 0.96e−06 
0.2 0.52e−05 0.33e−05 0.19e−05 0.20e−05 
0.3 0.84e−05 0.48e−05 0.27e−05 0.29e−05 
0.4 0.11e−04 0.60e−05 0.29e−05 0.32e−05 
0.5 0.14e−05 0.72e−05 0.31e−05 0.37e−05 
0.6 0.15e−04 0.75e−05 0.32e−05 0.34e−05 
0.7 0.16e−04 0.71e−05 0.27e−05 0.32e−05 
0.8 0.14e−04 0.58e−05 0.16e−05 0.27e−05 
0.9 0.86e−05 0.39e−05 0.89e−06 0.13e−05 

(c) 

Re 10, 0.1, 0.01t x= ∆ = ∆ =  

Models Normalized L∞
 norm: 

max

L
T

∞  Normalized rms 
max

rms
T

 Max. L∞
 norm 

MOD 1 0.460476e−03 0.218413e−03 0.351646e+00 
MOD 2 0.438660e−03 0.206272e−03 0.128442e+00 
MOD 3 0.458628e−03 0.217509e−03 0.357541e+00 
MOD 4 0.178155e−02 0.928316e−03 0.375540e+00 

Re 10, 0.01, 0.01t x= ∆ = ∆ =  

MOD 1 0.407934e−03 0.188943e−03 0.561695e−01 
MOD 2 0.402361e−03 0.186267e−03 0.556892e−01 
MOD 3 0.407726e−03 0.188886e−03 0.561219e−01 
MOD 4 0.182945e−02 0.953146e−03 0.101585e−01 

Re 10, 0.001, 0.01t x= ∆ = ∆ =  

MOD 1 0.402927e−03 0.186026e−03 0.542321e−01 
MOD 2 0.403076e−03 0.186040e−03 0.541378e−01 
MOD 3 0.401914e−03 0.185630e−03 0.542278e−01 
MOD 4 0.183219e−02 0.954498e−03 0.106331e+00 

Re 50, 0.1, 0.01t x= ∆ = ∆ =  

MOD 1 0.788122e−02 0.149609e−02 0.198397e+00 
MOD 2 0.788021e−02 0.149634e−02 0.592510e−01 
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Continued 
MOD 3 0.788081e−02 0.149001e−02 0.202041e+00 
MOD 4 0.78904e−02 0.149752e−02 0.202041e+00 

Re 50, 0.01, 0.01t x= ∆ = ∆ =  

MOD 1 0.787959e−02 0.149607e−02 0.129828e−01 
MOD 2 0.787947e−02 0.149605e−02 0.1278638e−01 
MOD 3 0.788057e−02 0.149621e−02 0.129630e−01 
MOD 4 0.78811e−02 0.149619e−02 0.269308e−01 

Re 50, 0.001, 0.01t x= ∆ = ∆ =  

MOD 1 0.787932e−02 0.149602e−02 0.122568e−01 
MOD 2 0.787982e−02 0.149611e−02 0.122199e−01 
MOD 3 0.787792e−02 0.149611e−02 0.122533e−01 
MOD 4 0.787914e−02 0.149586e−02 0.282118e−01 

 

 
(a)                                                  (b) 

Figure 1. (a) Comparison of L∞ errors Δx = 0.01, Δt = 0.01, Re = 1.0, τ(stoppage time) = 1.0; (b) Comparison of L∞ errors Δx 
= 0.01, Δt = 0.01, Re = 10.0, τ(stoppage time) = 1.0.                                                             
 

 
                         Figure 2. Normalized L∞ norm versus time step.             
 
to its approximation of the primary dependent variable in the temporal domain. Figure 3(a) and Figure 3(b) dis- 
play the performance of the models for different values of Peclet and Courant numbers. For Pe = 10.0 and Cr  
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Table 2. Error tests for Problem 2 for different parameters.                                                       

Pe 10 Cr # 0.2 0.002 0.01t x= = ∆ = ∆ =  

Models rms  2 normL  L∞
 Max. L∞

 
maxT  

MOD 1 0.190899e−01 0.191851e+00 0.912082e−01 0.180395e+00 0.984865e+00 
MOD 2 0.173022e−01 0.173885e+00 0.862836e−01 0.17747e+00 0.990179e+00 
MOD 3 0.190090e−01 0.191039e+00 0.907874e−01 0.180285e+00 0.985124e+00 
MOD 4 0.33095e+00 0.33260e+01 0.96485e+00 0.96487e+00 0.985124e+00 

Pe 10 Cr # 1.0 0.01 0.01t x= = ∆ = ∆ =  

MOD 1 0.442131e−01 0.444336e+00 0.142233e+00 0.153460e+00 0.914080e+00 
MOD 2 0.346273e−01 0.348000e+00 0.120777e+00 0.140675e+00 0.947006e+00 
MOD 3 0.436235e−01 0.438411e+00 0.141029e+00 0.152392e+00 0.916065e+00 
MOD 4 0.31187e+00 0.31342e+01 0.91626e+00 0.916261e+00 0.988816e+00 

Pe 100 Cr # 0.2 0.002 0.01t x= = ∆ = ∆ =  

MOD 1 0.433122e−01 0.435282e+00 0.262061e+00 0.289047e+00 0.101578e+01 
MOD 2 0.382928e−01 0.384834e+00 0.231417e+00 0.277223e+00 0.104804e+01 
MOD 3 0.427112e−01 0.429242e+00 0.259947e+00 0.288168e+00 0.102311e+01 
MOD 4 0.36891e+00 0.31075e+01 0.10236e+01 0.103869e+01 0.107381e+01 

Pe 100 Cr # 1.0 0.01 0.01t x= = ∆ = ∆ =  

MOD 1 0.822786e−01 0.826890e+00 0.317092e+00 0.400178e+00 0.972113e+00 
MOD 2 0.733135e−01 0.736791e+00 0.297670e+00 0.425241e+00 0.101718e+01 
MOD 3 0.816413e−01 0.820485e+00 0.315645e+00 0.399975e+00 0.973930e+00 
MOD 4 0.34805e+00 0.34979e+01 0.99382e+00 0.995486e+00 0.101713e+01 

 

 
(a)                                                  (b) 

Figure 3. (a) Comparison of models solutions Problem 2: Pe = 10, Cr = 0.2, τ(stoppage time) = 0.2; (b) Comparison of mo- 
dels solutions Problem 2 Pe = 10, Cr = 1.0, τ(stoppage time) = 0.2.                                                 
 
= 0.2 Mod 3 under predicts the solution profile, while MOD 1 and MOD 2 reported very encouraging match of 
the exact solution. When the Courant number is increased to a value of unity (Cr = 1.0), the propagating charac- 
teristics of MOD 1. MOD 2 and MOD 3 become highly modified. They all under predict areas of high gradient 
with MOD 1 being the most dissipative of the three models. We may mention in passing that for all the results 
tested so far for Figure 3(a) and Figure 3(b), the numerical solution are free of unphysical spurious oscillations 
both at the upstream and downstream sections of the concentration solution profile. The three models gave better 
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results for Pe = 10 and Cr = 0.2  
Figure 4(a) and Figure 4(b) represent a strongly convection-dominant transport process(Pe = 100). Even 

with a Cr = 0.2, Figure 4(a) displays spurious wiggles, especially for MOD 2 in the region 0 0.25x  , there 
is some under prediction in the region 0.3 0.33x  . Otherwise fairly close results between the numerical and 
analytical results are registered for the rest of the problem domain. Figure 4(b) on the other hand shows the in- 
fluence of the magnitude of time dicretization on the three models (MOD 1, MOD 2 and MOD 3) for convection 
dominant transport. Though MOD 2 still displays oscillatory solutions in the same region as before and even 
displays some overshoot, it represents the best attempt to get as close as possible to the numerical solution. 

Figure 5(a) and Figure 5(b) display the absolute error evolution for Problem 2. We employ chosen values of 
Peclet and Courant numbers to visualize the error propagation and characteristics of the three Green element 
models, MOD 1, MOD 2 and MOD 3. For the test cases we consider two transport modes represented by strong- 
ly convection dominant transport processes. We have not focused on the influence of temporal discretization 
 

 
(a)                                                  (b) 

Figure 4. (a) Comparison of models solutions problem 2: Pe = 100, Cr = 0.2, τ(stoppage time) = 0.2; (b) Comparison of 
models solutions problem 2: Pe = 100, Cr = 1.0, τ(stoppage time) = 0.2.                                             
 

 
(a)                                                  (b) 

Figure 5. (a) Model solutions versus absolute error: Pe = 10, Cr = 0.2; (b) Model solutions versus absolute error: Pe = 100, 
Cr = 0.2.                                                                                               
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on the numerical solution as represented by the Courant number. This is deliberate. Our major concern here is to 
see how the models cope with highly convected flows. The Courant number is fixed (Cr = 0.2), the Peclet num- 
ber is increased from Pe = 10 to Pe = 100. Figure 5(a) represents the case where Pe = 10 and Cr = 0.2. Two dis- 
tinguishing characteristics are observed namely: there are error-free regions and regions characterized by spikes 
in absolute error values at the upstream and downstream ends of the problem domain. While the three models 
are able to accurately represent gradient-free regions of the problem specification, the spikes quantify attempts 
by the models to handle high gradient areas. While MOD 1 and MOD 3 values of absolute errors are almost 
identical, MOD 2 can be said to have performed moderately better. When Pe = 100, Cr = 0.2 (Figure 5(b)), the 
numerical schemes exhibit a trend similar to that of Figure 5(a) except that the spikes are now more pronounced. 
Convection is more pronounced as the governing equation now tends to be more hyperbolic. It is worthwhile to 
note the effects of the shockwave propagation and its interaction with the problem boundary conditions. As the 
shock wave approaches the outflow boundary, the influence of the inflow boundary becomes less significant. On 
the other hand, when the shockwave encounters the outflow, the zero outflow Dirichlet boundary condition is 
enforced and the wave recedes upstream. As a result of this interesting physics the numerical error increases 
dramatically away from the outflow and moves closer to the inflow region. We may mention that the physics 
becomes significantly different if the problem had admitted infinite boundaries with Neumann boundary condi- 
tions or if we had run the problem for long time periods.  

4. Conclusion 
Boundary element studies related to transient convection diffusion or heat diffusion problems often portray a 
lack of accuracy that are not usually manifested for the steady state problems. The reasons for this lack of accu- 
racy have neither been properly identified nor been sufficiently investigated in recent boundary element litera- 
ture except in very few cases [16] [21]. In the work reported herein which points in the direction mentioned 
above, the commonly used boundary element formulation is hybridized. Based on the singular boundary element 
theory, the problem domain is discretized in a manner akin to the finite element procedure and a time marching 
scheme incorporated. Four Green element models (MOD 1, MOD 2, MOD 3, and MOD 4) with different time, 
approximation schemes have been created to handle convection diffusion transport problems of different degrees 
of complexity. We note that GEM procedure has been able to deal with some of these computational difficulties 
in a straightforward manner. While all the models have been able to handle the first problem involving a steep 
gradient at one of the boundaries for cases involving relatively low values of Reynolds number, MOD 4 was not 
able to handle a non-smooth problem that is characterized by a sharp front in the problem domain especially for 
convection dominated transport. Presently significant progress has been made in applying GEM to transient 
nonlinear flows and this has led to some encouraging results in dealing with transient, nonlinear viscous flows.  

Acknowledgements 
The author will like to acknowledge the African Institute for mathematical studies (AIMS) Muizenberg South 
Africa for making their facilities available during the course of this work. 

References 
[1] Clearly, R.W. and Ungs, M.J. (1978) Analytical Models for Groundwater Pollution and Hydrology. Report 78-WR-15, 

Water Resources Program, Princeton University, Princeton. 
[2] van Genuchten, M.Th. and Alves, W.J. (1982) Analytical Solutions of the One-Dimensional Convective-Dispersive 

Solute Transport Equation. Technical Bulletin 1661, US Department of Agriculture, Washington DC. 
[3] Peaceman, D.W. and Rachford Jr., H.H. (1962) Numerical Calculation of Multi-Dimensional Miscible Displacement. 

Society of Petroleum Engineers Journal, 2, 327-339 
[4] Price, H.S., Cavendish, J.C. and Varga, R.S. (1968) Numerical Methods of Higher Order Accuracy for Convection- 

Diffusion Equations. Society of Petroleum Engineers Journal, 16, 293-300. 
[5] Morton, K.W. (1996) Numerical Solution of Convection-Diffusion Problems. Chapman and Hall, London.  
[6] Li, X.-G. and Chan, C.K. (2004) The Finite Element Method with Weighted Basis Function for Singularly Perturbed 

Convection Diffusion Problems. Journal of Computational Physics, 195, 773-789.  
http://dx.doi.org/10.1016/j.jcp.2003.10.028 

http://dx.doi.org/10.1016/j.jcp.2003.10.028


O. O. Onyejekwe 
 

 
633 

[7] Solin, P. (2005) Partial Differential Equations and the Finite Element Methods. John Wiley and Sons.  
http://dx.doi.org/10.1002/0471764108 

[8] John, V., Mitkhova, T., Roland, M., Sundmacher, K., Tobiska, L. and Voigt, A. (2009) Simulations of Population Bal- 
ance Systems with One Internal Coordinate Using Finite Element Methods. Chemical Engineering Science, 64, 733- 
741.  

[9] Fu, H.F. and Rui, H.X. (2012) A Mass-Conservative Characteristic Finite Element Scheme for Optimal Control Go- 
verned by Convection-Diffusion Equations. Compt. Methods. Applied Mechanical Engineering, 241, 82.  

[10] Taigbenu, A.E. and Onyejekwe, O.O. (1997) Transient 1D Transport Equation Simulated by a Mixed Green Element 
Formulation. International Journal for Numerical Methods in Fluids, 25, 437-454. 
http://dx.doi.org/10.1002/(SICI)1097-0363(19970830)25:4<437::AID-FLD570>3.0.CO;2-J  

[11] Onyejekwe, O.O. (2005) Green Element Method for 2D Helmholtz and Convection-Diffusion Problems with Variable 
Coefficients. Numerical Methods Partial Differential Equations, 21, 229-241. http://dx.doi.org/10.1002/num.20034 

[12] Banerjee, P.K. (1994) The Boundary Element Methods. McGraw-Hill, London, New York.  
[13] Wrobel, L.C. and Brebbia, C.A. (1987) Dual Reciprocity Boundary Element Formulation for Nonlinear Diffusion 

Problems. Computer Methods in Applied Mechanics and Engineering, 65, 147-164.  
http://dx.doi.org/10.1016/0045-7825(87)90010-7 

[14] Power, H. and Patridge, P.W. (1994) “Use of Stokes” Fundamental Solution for the Boundary Only Element Formula- 
tion of the Three-Dimensional Navier-Stokes Equations for Moderate Reynolds Numbers. International Journal for 
Numerical Methods in Engineering, 37, 1825-1840.  

[15] Bulgakov, V., Sarler, B. and Kuhn, G. (1998) Iterative Solution of Systems of Equations in the Dual Reciprocity 
Boundary Element Method for the Diffusion Equation. International Journal for Numerical Methods in Engineering, 
43, 713-732. http://dx.doi.org/10.1002/(SICI)1097-0207(19981030)43:4<713::AID-NME445>3.0.CO;2-8 

[16] Grigoriev, M.M. and Dargush, G.F. (2003) Boundary Element Methods for Transient Convective Diffusion, Part 1: 
General Formulation and 1D Implementation. Computer Methods in Applied Mechanics and Engineering, 192, 4281- 
4298.  

[17] Augustin, M., Caiazzo, A., Fiebach, A., Fuhrmann, J., John, V., Linke, A. and Ulma, R. (2011) An Assessment of Dis- 
cretizations for Convection-Dominated Convection-Diffusion Equations. Computer Methods in Applied Mechanics and 
Engineering, 200, 3395-3409. http://dx.doi.org/10.1016/j.cma.2011.08.012 

[18] Feng, X.F. and Tian, Z.F. (2006) Alternating Group Explicit Method with Exponential-Type for the Convection-Dif- 
fusion Equation. International Journal of Computer Mathematics, 83, 765-775.  

[19] Brebbia, C.A. and Skerget, P. (1984) Diffusion-Convection Problems Using Boundary Elements. In: Liable, J.P., et al., 
Eds., Proceedings: Finite elements in Water Resources, Springer-Verlag, New York, 747-768.  
http://dx.doi.org/10.1007/978-3-662-11744-6_63 

[20] Taigbenu, A.E. and Liggett, J.A. (1986) An Integral Solution for the Diffusion-Advection Equation. Water Resources 
Research, 22, 1237-1246. http://dx.doi.org/10.1029/WR022i008p01237 

[21] Grigoriev, M.M. (2000) Higher-Order Boundary Element Methods for Unsteady Convective Transport. Ph.D. Thesis, 
Faculty of the Graduate School of the State University of New York, New York.  

[22] Peratta, A. and Popov, V. (2003) Numerical Stability of the BEM for Advection-Diffusion Problems.  
http://dx.doi.org/10.1002/num.20009   

[23] Taigbenu, A.E. (1995) The Green Element Method. International Journal for Numerical Methods in Engineering, 38, 
2241-2263. http://dx.doi.org/10.1002/nme.1620381307 

[24] Onyejekwe, O.O. (1998) A Boundary-Element-Finite-Element Equations Solutions for Flow in Heterogeneous Porous 
Media. Transport in Porous Media, 31, 293-312. http://dx.doi.org/10.1023/A:1006529122626 

[25] Onyejekwe, O.O. (2012) Combined Effects of Shear and Buoyancy for Mixed Convection in an Enclosure. Advances 
in Engineering Software, 47, 188-193. http://dx.doi.org/10.1016/j.advengsoft.2011.11.002  

[26] Tian, Z.F. and Yu, P.X. (2011) A High-Order Exponential Scheme for Solving 1D Unsteady Convection-Diffusion 
Equation. Journal of Computational Mathematics, 235, 2477-2491. http://dx.doi.org/10.1016/j.cam.2010.11.001 

http://dx.doi.org/10.1002/0471764108
http://dx.doi.org/10.1002/(SICI)1097-0363(19970830)25:4%3c437::AID-FLD570%3e3.0.CO;2-J
http://dx.doi.org/10.1002/num.20034
http://dx.doi.org/10.1016/0045-7825(87)90010-7
http://dx.doi.org/10.1002/(SICI)1097-0207(19981030)43:4%3c713::AID-NME445%3e3.0.CO;2-8
http://dx.doi.org/10.1016/j.cma.2011.08.012
http://dx.doi.org/10.1007/978-3-662-11744-6_63
http://dx.doi.org/10.1029/WR022i008p01237
http://dx.doi.org/10.1002/num.20009
http://dx.doi.org/10.1002/nme.1620381307
http://dx.doi.org/10.1023/A:1006529122626
http://dx.doi.org/10.1016/j.advengsoft.2011.11.002
http://dx.doi.org/10.1016/j.cam.2010.11.001

	The Effect of Time-Stepping on the Accuracy of Green Element Formulation of Unsteady Convective Transport
	Abstract
	Keywords
	1. Introduction
	2. Green Element Formulation
	3. Numerical Experiments
	4. Conclusion
	Acknowledgements
	References

