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Abstract

Electron correlation is a measure of the errors that are inherent in the Hartree-Fock theory or or-
bital models. When the electron density is high, correlation is weak and the traditional electronic
theory works well. However, at a low density of electrons correlation effects become strong and
the traditional theory fails to describe the electron system correctly. Therefore, the electron cor-
relation plays a radical role in such materials as high-temperature superconductors and heavy
fermions, etc. To date, there is no agreement on how to deal with higher-order terms (correlation
energy) in the series of electron’s ground state energy although a method that is termed dia-
grammatic iteration approach (DIA) was developed more than one decade ago by the authors of
this article. That is why no consensus on the origin and mechanism of superconductivity has been
engaged in superconductivity community. From the viewpoint of methodology, the DIA is indeed
an approach to higher-order terms from the lower-order ones, i.e. it is a new method to show how
to go beyond the random phase approximation (RPA) step by step by iteration. Here, we are logi-
cally presenting it to the community of modern physics with more analyses and hope to attract
more attention to it and promote its applications.
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1. Introduction

Nowadays, looking around theoretical literatures of condensed matter physics, it is obvious that methodology of
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dealing with an electron system remains to be based on the Hartree-Fock (HF) theory plus a variety of approxi-
mations that are used to estimate the correction of electron correlation effects to the total energy of the electron
system and other relevant properties caused by the correlation. In the case of a high-density electron system like
a metal or alloy the conventional electronic theories work well, but it fails to provide correct information to in-
terpret and understand phenomena observed in experiments with a low-density electron system, such as a high-
temperature superconductor (HTS). The long-term arguments existing in the community of superconductivity on
the mechanism of a high transition temperature since 1986 after the discovery of the first superconductor of the
cuprate type are attributed to the lack of sufficient attention to the need of a developed many-particle theory that
is capable of well treating the electron correlation effects. It seems that the great success of conventional elec-
tronic theories in terms of the mean field approach (MFA) in metals, semiconductors and many other fields of
condensed matter physics leads one to attempt to polish the existing conventional theories for explaining and
understanding the “anomalies” observed with cuprate superconductors, where the word of anomaly is relative to
the observations from conventional superconductors. The anomalies are, as a matter of fact, the natural out-
comes of a cuprate superconductor at specified conditions. They should be derived from an elaborate and so-
phisticated theory accounting for the electron correlation effects. Although we had worked out a theory in terms
of the diagrammatic interaction approach (DIA) more than one decade ago to deal with superconductivity re-
gardless of high- or low-transition temperature [1], yet a little attention was paid to it to date. Now, we believe
that the DIA we developed is a powerful theoretical weapon in condensed matter physics, and not only applica-
ble to superconductivity, but also very useful in the areas where correlation is appreciable.

2. A Brief Review
2.1. Second Quantization for Particles

For the routine discussions and derivations of second quantization for a particle system we use the results from
Gerald D. Mahan [2].

The full electron gas Hamiltonian is often too complicated to use for the more elaborate many-body theory.
Quite often this is approximated by a model Hamiltonian which has a simple form. Usually, these model Ha-
miltonians look very simple but it still impossible to solve them exactly. Often it is even difficult to solve them
approximately!

The homogeneous electron gas is a model that is frequently used to learn about electron correlation effects.
The homogeneous model is also called Jellium model. We can think of taking the positive charge of the ions and
spreading it uniformly about the unit cell of the crystal. Of course, the homogeneous electron gas then has no
crystalline structure. It has the Hamiltonian

H= Z‘QPC;JCP,J +% Z UqC;+q,oCI:’—q,aCk’,ng,a (1)
p,c k,k',q#0,0,0"
where the first term is kinetic energy and the second represents pair interactions between two particles with
spins of ¢ and ¢'. Moreover, vq in Equation (1) is the representative of the Coulomb interaction in k-space and
usually thought of as the Fourier transformation, equal to 4me?/q? of the Coulomb interaction V(r) = e?r. It
seems that there is nothing wrong here, but the problem is just from here as shown elsewhere [3], in which we
have proved that there is a sign reversal of the Coulomb interaction in k-space due to correlation effects. There-
fore, if we wish to take into account many-body correlation effects, vq here is no longer that simple.

Since Equation (1) stays insolvable, we has to manage to simplify it gain. For example, if we adopt the so-
called Cooper’s pairing condition of k + k' = 0 and ¢ + ¢' = 0 as said in the BCS (Bardeen-Cooper-Schrieffer)
theory [4], the BCS Hamiltonian is obtained as below [5].

H=> 6.0 .Cot 2 V(K K)csC\ C i Cxh )
k,o k,k"

However, even if the Hamiltonian has been further simplified with the Cooper’s pairing condition, it remains
unresolvable because of the complicated and unknown interaction V(k, k). The simplification of BCS [4] is to
assume V(k, k') = —|V|, a constant, and get a solution to Equation (2), leading to a rather good result of the iso-
tope effect exponent o = 0.5 due to the use of the Debye frequency wp to be the cutoff frequency. This outcome
of a = 0.5 fits to the experimental data observed then from some conventional superconductors. The assumption
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and simplification of V(k, k') to be the negative constant forces BCS to accept another rather strange concept—
attractive interaction between two electrons due to the mediation of phonons! If V(k, k") is positive, there would
be no solution at all to the BCS Hamiltonian. This paradoxical concept has confused us for more than half a
century and was eventually proved to be improper [3]. Yes, V(k, k') must be negative, but it is due to the corre-
lation effects of electrons, instead of phonons. Moreover, V(k, k') is the pair interaction between two quasielec-
trons in momentum space. The sign reversal of Coulomb’s interaction in momentum space is just the conse-
guence of many-electron correlation effects. In contrast, if the negative interaction stems from phonon mediation,
which is possible when Coulomb screening is strong enough in the case of a dense electron system like a metal,
the transited state would be insulating, instead of superconducting [6]-[10].

2.2. Interelectronic Coupling

There are two electronic properties that are important: the self-energy of an electron of momentum p and the to-
tal energy of the N-electron system.
First of all, the inter-electronic coupling constant is defined as

a=e/ev. =1/ak, (3)
where e—electron charge, v. —Fermi velocity, k. —Fermi momentum with the convention of assuming

h=h/2n to be a unit, and a, = &/e’m —the effective Bohr radius with ¢ being the dielectric constant. It is
known that

k!=3n’n  (3D) (4.9)
and
k?=3mn, (2D), (4.b)

where n and ng are the density of electrons in 3D and 2D, respectively. It can be seen that the higher the density
of electrons, the smaller the coupling constant. The condition of « <1 corresponds to weak coupling, as it is
in a conventional metal, while the fact that a~1 or > 1 represents an intermediate or strong coupling case as
observed, for example, in cuprate superconductors. The conventional electronic theory based on RPA or local
density approximation is, strictly speaking, valid for the case of weak coupling only. For many metals RPA is a
good approximation and conventional electronic theory works very well because the density of electrons in the
metals is generally large enough to ensure a small coupling constant a. The conventional superconductors can
also be well described by the BCS theory [4] except for the concept of electron-phonon interaction leading to at-
traction between two electrons. However, the category of cuprate oxides superconductors are formed due to
doping, the density of carriers (electrons or holes) is always so low that the interelectronic coupling constant is
quite large.

2.3. Characteristic Length r;

Another important dimensionless parameter r,, characteristic length of the system of interest, is adopted to be a
criterion of the electron density, and defined as below

4

?rj =1/(na3),  (3D) (5.a)
nr? :J/(na;) (2D) (5.b)

where r,=r/a, is the radius of the sphere in Bohr radius units, in which an electron charge is enclosed. It can
be seen that the higher the density n or n, the smaller the parameter r. In terms of this definition, kinetic energy
Ey is calculated to be 2.21/rs2 (3D) or 1/"52 (2D) [2], whereas the interaction part in the ground state energy
is divided into two parts: exchange and correlation. The exchange part has been exactly calculated for Coulomb
interaction V (k) =4ne?/ek® in 3D case and V (k)=2me?/ek (2D). The second part, however, was esti-
mated [11]-[15] in RPA or in terms of the generalized RPA including the well-known Hubbard correction (see
the so called Hubbard local field factor) which explicitly accounts for the exchange and short-range correlations,
i.e., only the single scattering between electrons is taken into account among the possible scattering patterns
between electrons. The efforts were made to calculate each contribution. The result for the ground state energy

&)
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per electron Ey is given by [2].

g, =22 9910 096, 00622mnr, +--- (6.2)
I S
for 3D and
1 1.024
E, = . +0.2287 +¢, (6.b)

S S

for 2D, where the first term is kinetic energy, the second is the exchange energy, and all of the rest terms to-
gether construct the correlation energy E.. In Equation (6.b) &, is the so-called ring energy, which is usually
evaluated approximately in consideration of the ring-diagrams and the second-order exchange diagrams. Many
authors have also obtained the results shown in Equations (6.a) and (6.b) [3] [11]-[16].

It is seen that when the density of electrons is high (r; < 1), kinetic energy prevails the potential energy (ex-
change and correlation energies) and the latter is hence negligible. Thus, the free-particle model works well and the
corresponding results from the free-particle model are accurate. The conventional perturbation theory was devel-
oped based on the free-electron model. It is obvious that the free-electron model is good for such a high electron
density as it is in a conventional metal, but not accurate for a low density of electrons in which r; is close to or
greater than 1 and the coupling constant « is also greater than 1. It is easy to see that when r, > 2, |E,| > E,. There-
fore, as the density of electrons keeps decreasing, E. is no longer negligible, nor is the free particle model valid.

2.4. Correlation Effects

The different types of the elastic or inelastic, magnetic (spin-dependent) or non-magnetic processes of scattering
may cause electrons to become localized or nearly localized. In particular, if the material under investigation has
a low density of electrons and/or a high density of defects (or impurities), inter-electron coupling constant « is
close to or greater than 1. Meanwhile, the parameter characterizing the scattering of electrons kg | is also close to
1, where kg is the Fermi momentum and | = vg 7 is the mean free path.

Therefore, strictly speaking, the conventional treatment of electrons in bulk electronic materials does not ap-
ply to a dilute electron gas because the methods, based on the use of the lowest order of perturbations, i.e., the
RPA in interaction and the Born approximation in scattering, are no longer valid for this case where correlation
effects play a major role since these methods treat electrons as if they were free. In other words, the so-called
vertex correction—higher-order correction in the self-energy part or two-electron interaction kernel, while using
diagrams, must be taken into account. The incorporation of correlation in the interaction (scattering) allows us to
expand the existing methods and to develop a new method in electronic theory. The question is how we can go
beyond the RPA approximation with the diagrammatic method.

It is also well known [16] that correlation effects in a low dimension are enhanced due to the reduction of
freedom of motion. Therefore, RPA is inadequate in a low dimension even though the coupling constant may be
still so small that the problem seems to pertain to the regime of week coupling, where the conventional elec-
tronic theory works well.

3. Diagrammatic Iteration Approach
3.1. Methodology

In general, there are two methods to deal with an electronic system: Hamiltonian and quantum field theory.
Conventionally, we in general seek a proper Hamiltonian for a system of particles and then find out its approx-
imate solution. The BCS theory is a good example of the attempt of this kind for conventional superconductors.
The Hubbard model with a large positive constant U which has been believed to be the Hamiltonian appropriate
for HTS looks simple enough, but to date a solution to it was obtained only in one dimension. Therefore, even if
the assumption of a constant interaction potential is valid in some special cases, we are still in the difficulty of
obtaining its solution. The major issue here is how much we can do with a Hamiltonian and how much informa-
tion we are able to extract from it.

Nevertheless, the quantum field theory appears to be better in dealing with a many-particle system in the case
of strong coupling. By means of the diagrammatic method, if we manage to construct an equivalent diagram for
the interaction potential energy and then converts it to an integral equation, we can get the transition condition

&)
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by the pole condition of the equation, which corresponds to a phase transition.

The difficulty we meet in trying to go beyond RPA, however, rests in the lack of an acceptable approach to
take into account higher-order corrections to the self-energy of a single electron due to correlations. The partial
summation that has been used in this approach often give rise to diverse and sometimes controversial outcomes
and conclusions because some of the higher-order terms may be canceled out and a partial summation may hap-
pen to pick up only the terms that lead to divergence. A survey of literature on superconductivity theory during
the past two decades clearly shows a severe shortage of the works based on quantum field theory. Its importance
in condensed matter physics is unquestionable since it is the only way to approach the detailed information of
interactions of a many-particle system.

3.2. Introduction to Diagrammatic Iteration Approach

In weak coupling, it is well known that the Hamiltonian method is in good agreement with the diagrammatic
approach. For example, in the study of superconductivity the BCS theory [4] and the Eliashberg theories [17]
give rise to consistent results. In strong coupling, however, the Eliashberg theory fails as the BCS theory does.
Therefore, in order to obtain a result beyond RPA a technique to be used to go beyond RPA must be developed.
The diagrammatic iteration approach was hence born in our previous work [1] based on quantum field theory in
terms of the well-known Ward’s identity. For completeness of this article we present the essential part of DIA
here without much repeating the part pertaining to superconductivity. As a generic method, DIA can be em-
ployed in any field where correlation effects play an important role.

Now, let us brief the methodology of DIA. The well-known Migdal’s expression [17]-[19] for the single-par-
ticle self-energy incorporating the vertex part can be written as

o d’k

z =1

(p)=if )
where p and k are the four-dimensional vectors, G(k) and D(k) are the dressed electron and boson Green’s func-
tions, respectively. The boson Green’s function satisfies the so-called Dyson equation
D(k)=D,(k)+D,(k)z(k)D(k) with Dy(k) being the zeroth-order boson Green’s function, and 7 (k) be-
ing the irreducible polarizability that has the standard form as given below [18] [19]. For example, in the case of
the Coulomb interaction

G(p-k)D(k)T'(p,k) @)

Do (k) =V (k)
where V(K) is the matrix element of the bare Coulomb interaction. In the case of the electron-phonon interaction
D, (K) = Doy (K, W) =295 (K) 0, (k) /[ @* —f (k) +i5 |

where go(k) and a)o(k) are the unrenormalized (original) matrix element of the electron-phonon interaction
and the phonon characteristic frequency, respectively. The irreducible polarizability is given by

- o d'p’ , , ,
7(k)=-2i[—L.G(p)G(p'—k)T(p'K) ®)
(2m)
where I'(p, k) is the three-point vertex function and, in the ladder approximation, is defined as [17]-[21].
o d'p’ , ' , '
r(p,k)=1+.j(2 IC;4K(p,p)c;(p)c;(p,k)r(p,k) ©)
T

where K(p, p") denotes the kernel of the integral equation for the vertex function and describes the many-particle
correlations. The interaction kernel K(p, p') in Equation (9) satisfies Ward’s identity [18] [19] and can be there-
fore written as a functional derivative of the self-energy with respect to the electron Green’s function,
K (p,p')=-i6%,(p)/5G, (p’) which depends, in general, on the spin indices. The nonlinear system of
Equations (7)-(9) gives a complete consideration of the problem.

The DIA’s core is iteration. Namely, starting from the known information—the single-particle self-energy in
RPA, wherein I"is taken to be 1, we obtain the two-particle interaction kernel K in terms of Ward’s identity,

K™ (p, p') =i, (p)/5G,. (')

&)
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where G is Green’s function of electron and p four-dimensional momentum and ¢ spin. Then, with the newly
obtained K and the RPA’s " = 1 we can calculate the vertex part I" according to Equation (9), in the first step
beyond RPA. The vertex part obtained here can be substituted into Equation (7) for I” to re-calculate the self-
energy and then the interaction kernel K based on Ward’s identity at the first step beyond RPA. By now, the first
loop of the iteration has been completed and all of the quantities of X, K and 7" in the first step beyond RPA have
been calculated. The second loop is that in terms of the self-energy X and the vertex I” obtained in the first step
beyond RPA we are able to recalculate K and 7" in the second step beyond RPA, and then X again. Thus, the
second loop is completed. Of course, from Equation (8) irreducible polarizability can also be calculated in each
step in terms of the corresponding vertex part I". By doing so step by step we can sequentially receive all the
possible information in principle to any step beyond RPA. However, mathematical complexity makes it unrea-
listic to do so analytically to higher orders. Of more difficulty is that we are unable to get the summation of the
complicated kennels of all the orders even if we could get several analytic expressions. Thus, no success has
been made analytically. Instead, a diagrammatic technique is recommended.

Based on Feynman’s diagrammatic symbols used in quantum filed theory: a solid line with an arrow directed
on one side represents Green’s function of an electron and a dashed one stands for Green’s function of a boson,
we may construct the diagram of the spin-dependent single particle self-energy £_(p) as shown in Figure 1,
where the left diagram corresponds to Equation (7) and the right one is its approximation in RPA in which I'(p,k)
is taken to be 1.

In Figure 1, the black corner is termed the vertex correction, which is negligible in the weak coupling of
electron-phonon interaction as proven by Migdal [19]. The dashed line representing a boson field is understood
as a dressed line under the RPA assumption. The well-known Eliashberg theory is based on this diagram in
Figure 1(b).

However, when coupling is strong, from the viewpoint of the diagrammatic method, the high-order correc-
tions are no longer negligible and the problem now becomes how to find out diagrammatic structure of the ver-
tex function. In principle, there are infinite number of Feynman diagrams that represent all of the possible inte-
raction patterns. Of more importance is now to have a rule or regulation of constructing them. An intuitive way
is to follow the order of the boson line. A preliminary evaluation shows that the convoluted relationship among
the self-energy X interaction kernel K and the vertex function 7" leads to a variety of developments of the dia-
grams as shown below, and the weight of each of the diagrams, even if they are in the same order, is different
and that the contribution from a diagram in a higher order may be larger than that from a low-order diagram. A
variety of partial summations may lead to completely different or conflict results. Therefore, only a complete
summation all over the possible diagrams is reliable and acceptable. To this end we have developed a method to
reach this goal going out of RPA step by step. This is the so-called diagrammatic iteration approach briefly de-
scribed as below.

In order to do so he first thing needed is to find the diagrammatic functional derivative operation. Clearly,
from the mathematical definition of a derivative the functional derivative with respect to the electron Green’s
function 5G, (p)/5G, (p')=5(p-p')J,, can be represented by a cut diagrammatically on the solid line that
stands for the electron Green’s function. If a diagram containing a solid line represents the self-energy, the re-
sulting new diagram after being cut and starched out should represent the corresponding interaction kennel. This
is consistent with K (p, p')=-id%, (p)/5G, (p').

It is worthwhile to indicate that we may have two different models in dealing with the interaction potential: a
given or renormalized interaction. The first model means a simple boson propagator represented by a dashed
line as shown on the right hand side of Figure 1. The second model takes into account contributions from par-
ticle-hole excitations, which are represented by a solid loop on the dashed line as shown on the top diagram of

Figure 2.
,”——-\\\ /”_-—~\\
. > - P " N
G Y 5
> > = >4 > — +
c c
@ (b)

Figure 1. Diagram of the spin-dependent single particle self-energy, Z.(p), (a)

and its RPA representation (b).
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Figure 2. Diagrammatic functional derivatives of the
RPA diagram of the self-energy with respect to the
electron Green’s function in the model with a renor-
malized interaction due to particle-hole excitations.

For the first model—a given interaction, by means of the diagrammatic functional derivative technique a cut
on the electron line of the RPA self-energy diagram on Figure 1(a) obviously results in the first-order exchange
interaction kernel as shown by the diagram (a) on the top of Figure 3, in terms of which we can construct the
vertex part as displayed by the second diagram on the top right of Figure 4(a) and the corresponding self-energy
diagram with the vertex correction represented by the right diagram of the first row on Figure 4(b). There are
now three sections of the electron’s solid line to be cut on this diagram as shown on the bottom of Figure 3,
producing other three sub-diagrams of the interaction kernel. Two of them are the same and shown by the mid-
dle one, denoted by (b, c), on the top of Figure 3. The rightest, denoted by (d), on the top of Figure 3 represents
the third one. In terms of those three newly obtained sub-diagrams of the interaction kernel we can construct the
rest three sub-diagrams of the self-energy with the corresponding vertex corrections on the bottom of Figure
4(b).

However, for the second model—a renormalized interaction, a cut of any electron line on the RPA diagram of
ijp“(p) , including the electron-hole excitation loop, is shown in Figure 2 by a wavy line (a, b & c). Each of
the cuts corresponds to a functional derivative 5™ ( p)/cSGG, (p')=iK,, (P, p'), giving rise to a sub-diagram
of the interaction kernel. Diagrams a, b, & ¢ coming from cutting ata, b & c in ZiPA(p) are shown on Figure
2. It is seen that for the second model the situation is more complicated than the first one. However, we do not
plan to go further with it in this article and wish to focus our attention on the first model that is relatively simpler
than the second to showcase how to figure out electron correlation effects grammatically based on DIA.

For a given interaction, first of all, we try to go beyond RPA analytically.

Taking into account the spin index in Equation (7), assuming D(k) = Dy(k) and I(p, k) = 1 in it, and using the

O
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Figure 3. The graphical functional derivatives of the diagrams for the self-
energy incorporating the first-order vertex correction with respect to the elec-
tron Green function in the model of a given interaction (a), ((b), (c)) and (d).
Cutting any electron line in a diagram for X(p) is shown by a wavy line and

corresponds to the functional derivative &G, (p)/sG, (p')=5(p-p')s,, -
The cutting leads to the following diagrams: (a) the first-order exchange inte-
raction; ((b), (c)) the first-order exchange interaction incorporating the vertex

correction of the first-order; (d) the diagram with crossed boson lines. The bro-
ken lines stand for Dy(k), a given interaction.

N
MR Pr=m = D=+ 1 Prmm 42
@

Zo(p) Dy(p-p)
—-———— f"'“'\\ AT
/// ~ // \\ /, o ~ s
= oyl sy —_— +
o [ I
SERNY: -~ c\\ ¢ -~ 6\\ o
/ ¢ / /
P + X\ 4 Pl +.
o c o
(b)

Figure 4. (a) The diagram representation of the vertex part 7'(p,k) and (b) the
spin-dependent single-particle self-energy =.(p) in the model of a given inte-
raction. The dashed lines are the same as in Figure 3.

identity G, (p)/5G,. (p')=5(p-p')s,, for Ward’s relation K (p,p')=-ioZ,(p)/sG, (p’'), we

rive the expression for the kernel in the first step (the first order as well in this case) beyond RPA as



J. D. Fan, Y. M. Malozovsky

K™ (p,p')=K (p,p')=Dy(p-p)3,, (10)

Substituting Equation (9) with the spin indices and the kernel of Equation (10) into Equation (7), we obtain
the self-energy incorporating the vertex correction in the first step (order) beyond RPA. Using Ward’s identity
one more time for the single-particle self-energy that incorporates the vertex correction with the kernel of Equa-
tion (10), we express the interaction kernel up to the second step (order) as

K (p,p") =K (P, p')+ K7 (P, ')+ K™ (P P) (11)
where K7 (p,p’) isgiven by Equation (10),

KfG'(P:P'):2Do(lo—p')5wr<ij(gTq)4Do(P—Q)Ga(Q)Ga(p’—p+q)> (12.a)
and
K7 f q 7D, (P-0)D, (- p')G, (4)G, (p'+ p-q) (12.b)

Instead of doing so further, we use diagrams to represent the above equations. The diagrams for these interac-
tions are given in Figure 3. Also, for clarity, we redraw Figure 5, where the bisection (cutting) of any electron
line is introduced to represent the procedure of the diagrammatic (graphical) functional derivative
5G,(p)/8G, (p')=5(p—p')d,, . Itis seen from Figure 5 that the diagram (a) corresponds to the first order
exchange interaction, whereas two others, (b, ¢) and (d), correspond to the second order. As a matter of fact, the
diagram (b, c), Kx(p, p'), corresponds to the first order exchange interaction incorporating the vertex correction
of the first order. The last diagram (d), (K;""(p, p'), in Equation (12.b)), the so-called “crossed” diagram, is
very important because it represents the interaction in the Cooper channel for a superconductor and leads to the
well-known logarithmic singularity of the two particle vertex function [4] [18] [22] in the case of an attractive

T by > >
Klp.p) = +2 + .
——————— b Dr————— >
WA 5 IR
4 + +4 +
@)
= +
Ttp,p") 1(p,p) 1(p.p". %)
(b)
Itp.p" R = + 1(p,p" k)
T(p,p") i(p,p")

©

Figure 5. The diagram representation in the model of a given interaction: (a)
the interaction kernel K(p, p') in the particle—particle channel up to the second
order; (b) a series of the ladder diagrams corresponding to K(p, p') and (c) the
diagrammatic equation for I(p, p', k), the effective two-particle vertex function.
The broken lines stand for a given interaction. The two vertical lines represent

f( P, p’) the irreducible interaction kernel, and the hatched area stands for I(p,
p', k), the effective two-particle vertex function.

&)



J. D. Fan, Y. M. Malozovsky

interaction Dy(k) < 0. The diagrams of the vertex part & the self-energy with the interaction kernel, described by
Equation (11) and Equation (12), are given in Figure 4.

As an example, we can evaluate kernels K, (p, p*) and K3 (p, p') in the case of the non-retarded interaction, i.e.,
when D (k) = D,(k), where D (k) is a given frequency-independent interaction. If we assume that the electron
Green’s function is given by

G (kin)=iw-¢&
where & =g, —u is the single-particle energy measured relative to the chemical potential. This implies that

we use Green's function of a perfect Fermi gas. After the frequency summation Equation (12.a) and Equation
(12.b) turn to the forms, respectively

Ne (éq )_ Ne (gq—pw’)

K,(p/iow; pie')=-2D,(p-p')) D,(p—q - : (13.8)
2 ( ) =—=2D ( ); o ( )gq—gq_w—u(a)—w)
and
; . 1_nF (éq)_nF (é:p’+p—q)
K,(piw;p'io')=) D,(p—q)D,(q—p') — - (13.b)
3( ) ; 0( ) 0( ) I(w+a))_§q_§p’+p—q
where §__, is omitted. Equation (13.b) indeed has a logarithmic singularity~ In[wc/max{w,T}] for
P'=—p=~pe

where @, is the characteristic cutoff energy of the given interaction.

3.3. An Application of DIA to a Given Interaction in an Isotropic 3D Gas

According to the above descriptions and skills introduced on Figure 3 and Figure 4, we are able to draw the di-
agrams of interaction kernels up to any order as shown in Figure 5 in which only those diagrams up to the
second order are presented. Sorting the diagrams of interaction kernels in Figure 5 and finding out the construc-
tion rule, we are able to make a diagrammatic summation all over the possible interaction (scattering) diagrams
(patterns) and hence get the diagrammatic equation of I(p, p’, k), which is as well in a convoluted format like
Dyson equation and represents the resulting two-particle interaction (Figure 5). Of course, in the detailed treat-
ment more cares should be taken of and more skills are needed.

Let us replace the kernel by the effective two particle interaction, K_(p,p’)—1(p,p"k)=1(p,p’,p+k,p —k),

bs=p+k.ps-p,—k 1N the Fermi liquid theory [18] [21]

[22]. Now, according to Equation (9), we can easily write down the vertex part with the interaction kernel re-
placement of I(p, p', k) as

equivalent to the two-particle vertex part 1(py, p,; P, Py )/

d4p!

r'(p.k) :1+ij(2n)4

I(p, " k)G(p')G(p'—k)I'(pk) (14)

To evaluate I(p,p’k), the effective two particle interaction, we consider Equations (11) and (12) for
K(p,p’) and its diagram representation shown in Figure 3. To represent the interaction in the particle-particle
channel, we twist all upper lines in Figure 3 and make a series of the ladder diagrams as shown in Figure 5(a).
Further, to carry out the ladder summation of all diagrams we can replace the first two diagrams by the irreduci-
ble kernel T(p,p’) as shown in Figure 5(b), where [(p,p’) is the sum of all the scattering diagrams that
cannot be divided by a vertical line into two parts which are joined by two electron lines directed to one side [18]
[22]. In the lowest order

F(p.p") =K (P p)+Ky (P, P)

where K, (p,p’) and K,(p,p’) are given by Equations (10) and (12.a), respectively. The diagram represen-
tation of I (p, p’,k) isshown in Figure 5. As a result, the equation for it can be written as [4] [18] [22]

I(p,p'.k)=T(p,p)+i d:[qA [(p.a)G(a)G(p'+p—a)l(a p’k) (15)

(2n)
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We consider the case when the given interaction is similar to the electron-phonon interaction, i.e.
Do(k,a)):Zggka)[)k/[a;2 —, +i5 |. Now, We can evaluate I(p,p’), the irreducible kernel of interaction,
and consider K, (p, p’) which, from Equation (12.a), can be written as

K, (p.iow; p'iw')=-2D, (p- p’i(0-a'))
7T (p-ai0-0,))6 (@ i0,)6(a-p+ Pi(e, 0 +0)

We first consider the case of @, < &, where the characteristic boson cutoff frequency is much less than the
Fermi energy. Carrying out both the frequency summation in Equation (16) in the region|w—w,,|<w, and the
integration with respect to q| p—q| <0, Where q, ~ pg is the characteristic cutoff momentum of the boson
spectrum), we can approximate Equation (16) for K, (p,p’) as

Ko (P, p')~-2Dy(p-p) AN @, Jex ~ 24°Np oo, [e < A

(16)

where A :—(Do(p— p’,0)> is the electron-boson interaction constant. A is related to ¢, the dimensionless
electron-boson interaction constant, as 1 =¢, /N with

G- 2 [ Tede G (pp) frdp
’ (271')3 U 7 Ug a’o(p_ p’) U

and the density of states per spin Ng (for example, in an isotropic 3D or 2D electron spectrum

Npsp=m'pe /272 or Ng,p=m"/2n, respectively, where m” is the effective mass and pg is the Fermi mo-

mentum). Kz(p, p’) given by Equation (16) is small for @, < &.. Thus, we can estimate f(p, p') as

I(p,p')~—-A(1-2AN.w, /s ) and confine ourselves to the simple first-order vertex, i.e.,

[(p,p)~K,(p,p')=D,y(p-p')~-21 when o, <e&.. This is in agreement with the Migdal theorem [18]
[19]. It is seen that due to the fact of @, < & this conclusion is valid even without assuming that A (or ¢, ) is
small. In the case that @, is notsmall (i.e., @, = &), the irreducible kernel can be approximated as

[(p.p)~Dy(p-p)(1-24N.)=D,(p-p)~—4

where 1= A(1-2ANg) < 2 is the effective electron-boson interaction constant. This implies that the vertex
correction does affect the electron-boson interaction constant when w, ~ & .

Correspondingly, substituting 1 (p, p’) into Equation (15), we see that in Equation (15) | (p,p’.k)=1(Q)
is a function of Q=p’'+p only, where Q= p+p’" is the total momentum of the system of two particles.
Further, using this fact and carrying out the frequency summation in Equation (15), we obtain the solution to
Equation (15) as

1(Q.a)=- (17)

yl
1+ Zl_nF (§Q)_nF (5(?41)
7 Wg—& —&g qtI10
where the analytic continuation (ioy, — @, + i5) was made and @, = @+ ®'. Equation (17) leads to the well-

known result concerning the instability of the normal state in the case of a given attractive interaction (1 >0).
As an example, we can examine Equation (16) at Q = 0 and T = 0. If we assume that wq in Equation (17) is real

and positive, we have [18]
5 = 20, | .m@
| (@)~ A/ 1= ANg | In +i
@q 2

It can be seen that the quantity | (a)Q) has a pole (in the upper half of the complex plane) only in the case
of an attractive interaction at the point e, =iQ, where Q =2, exp(~1/IN.). The pole of 1(Q,e,) asa

function of |Q|, when Q is nonzero (Q #0, and v, |Q| < |a)Q| ), exists for , = iQ(l—Vé |Q|2/692) [18]. The

absolute value of «, decreases as |Q| increases. For the case of T # 0, Equation (17) allows us to evaluate T,
the temperature at which a pole first appears in | (Q,a)Q) at |Q| =, =0. It follows from Equation (17) that
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17(0,0)=0 at
T =T, =1.130, exp(-1/ AN, ) (18)

which is exactly the same transition temperature obtained in the BCS theory [4]. In addition, we can see that in
the case of @, ~ & , the maximum value of IN_ =1/8. Therefore, the maximum value of T, ~ &, exp(-8).
This means that the vertex correction to the electron-boson coupling constant in the case of @, ~ & suppresses
the value of T, essentially as indicated by Grabowski and Sham [23].

As seen from the above discussions, we have adopted the DIA in a 3D electron gas of a given Interaction.
Since it pertains to a weak coupling system, the electron correlation effects should be so weak that MFA is good
enough as done by BCS [4] with the BCS Hamiltonian or as carried out by Eliashburg [17] with RPA in the
quantum field theory. In the case of a given interaction the interacting instability happens only if the interaction
is attractive (1>0). This is just the Cooper instability where at T = 0 the calculated transition temperature, at
which the instability occurs, is the same as given by BCS theory. However, based on the method of DIA, we are
able to calculate the irreducible response that shows the normal Fermi liquid behavior as well as a weak ano-
malous behavior which the Fermi liquid does not possess. In the weak interaction, A < 1, the anomalous re-
sponse is not appreciable and may not be experimentally observed. Moreover, the anomalous response has the
opposite sign to the normal one. This anomalous response is different from that obtained for the renormalized
interaction on account of the particle-hole excitations as shown in Ref. [1]. Obviously, the BCS theory based on
the Hamiltonian method is unable to provide the information of the response given in [1]. Further, we may cal-
culate resistivity after a transition to certainly confirm the property of the corresponding transition: supercon-
ducting or insulating. Clearly, the BCS theory is unable to do so.

What we have done step by step to go beyond RPA seems to be unnecessary in the case of a weak coupling
system because the higher-order interaction kernel like K is eventually proved to be negligible as shown above
and thus we obtain exactly the same results as BCS. However, as mentioned above, we intend to present in this
article how DIA works and how to proceed because DIA procedures for a given interaction are simpler than a
renormalized interaction. Of course, for a weakly coupled system we do not need adopting DIA. However, for a
system like a cuprate superconductor the higher transition temperature T, can be reached only by means of the
model of a renormalized interaction in terms of DIA [1] with a few physically meaningful and controllable pa-
rameters such as the dielectric constant of the background materials, interlayered spacing of the cuprate under
investigation and bind mass of an electron. The whole process is quite similar but much more complicated. We
neglect it in this article. The readers interested in it are referred to Reference [1]. Here we only present the pro-
cedures of going beyond RPA by interaction to showcase the diagrammatic methodology for the simple case—a
given interaction.

4. Conclusions

In summary, we have indicated several issues existing in the electronic theory. This conceived a strong demand
of a development of the existing theory that was established based on the concept of MFA in the case of weak
coupling. Also, we have briefly introduced a new approach—diagrammatic iteration approach. DIA indeed
made a development of the methodology in the diagrammatic approach to the region beyond RPA in order to
fully account for electron correlation effects. The DIA exhibits its sophisticated logic and seasonality and is one
more step close to the truth. We believe that DIA is a better approach in describing a strongly coupled electron
gas. One of objectives of this article is to attract more attentions to and discussions of it. Although DIA was
originally devoted to a unified description of high- and low-temperature superconductivity yet it can be widely
used in condensed matter physics and other fields where strong coupling plays an important role.

The sincere hope of the authors is to see more and more scientists working on field theory which can apply
this approach to their studies and further develop it. We are confident that the final consensus on the mechanism
of superconductivity will be engaged in the Coulomb interaction with phonons promoting the isotope effect and
that quantum field theory must replace Hamiltonian to obtain better solutions in the subjects of condensed mat-
ter physics where electron correlation effects are not negligible. Moreover, it may also be useful in atomic or
nuclear physics.
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