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ABSTRACT 

Malaria is the leading cause of morbidity and mortal- 
ity in tropical and subtropical countries. Conventional 
microscopy is the Gold standard in the diagnosis of 
the disease. However, it is prone to some shortcom- 
ings which include time consumption and difficultness 
in reproducing results. Alternative diagnosis tech- 
niques which yield superior results are quite expen- 
sive and hence inaccessible to developing countries 
where the disease is prevalent. Thus in this work, an 
accurate, speedy and affordable system of malaria 
detection using stained thin blood smear images was 
developed. The method uses Artificial Neural Net- 
work (ANN) to test for the presence of plasmodium 
parasites in thin blood smear images. Images of in- 
fected and non-infected erythrocytes were acquired, 
pre-processed, relevant features extracted from them 
and eventually diagnosis was made based on the fea- 
tures extracted from the images. Diagnosis entailed 
detection of plasmodium parasites. Classification ac- 
curacy of 95.0% in detection of infected erythrocyte 
was achieved with respect to results obtained by ex- 
pert microscopists. The study revealed that artificial 
neural network (ANN) classifiers trained with colour 
features of infected stained thin blood smear images 
are suitable for detection. It was further shown that 
ANN classifiers can be trained to perform image seg- 
mentation. 
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Accuracy 

1. INTRODUCTION 

Malaria is a common but serious protozoan disease caused  

by peripheral blood, spleen or liver parasites of the genus 
Plasmodium. It is estimated that approximately 781,000 
people of the 225 million people infected worldwide by 
the disease succumb to this menace annually [1]. Major- 
ity of these deaths are children from sub-Saharan Africa 
[2]. The disease causes a heavy economic burden to those 
affected in terms of the costs incurred to treat the disease 
and absenteeism from work and school. The key to ef- 
fective management of malaria lies in prompt and accu- 
rate diagnosis of the disease. 

Several methods exist for malaria diagnosis. These 
methods can be classified into two, based on their cost 
and performance. These are the high cost methods and 
low cost methods. Polymerase Chain Reaction (PCR)- 
based techniques that detect specific nucleic acid se- 
quences [3] and Third Harmonic Generation (THG) im- 
aging of emission from the Hemozoin using infrared ul- 
trafast pulsed laser excitation [4], belong to the class of 
high cost methods. Studies have shown that these tech- 
niques can yield high sensitivity and specificity to ma- 
laria diagnosis. However, they are rarely used in devel- 
oping countries where the disease is endemic because of 
the high cost, specialized infrastructure needs and han- 
dling difficulties. Rapid Diagnostic Test (RDTs) which 
detects specific antigens derived from malaria parasites 
in lysed blood [5] and conventional microscopy [6,7] 
belong to the low cost class. RDTs are relatively fast in 
malaria diagnosis and can be administered by unskilled 
personnel. However, their results can be unreliable [7]. 
Besides, commercially available RDT kits are specific to 
single species of plasmodium parasites and in cases where 
mixed infection is suspected, all the four kits should be 
used. This makes the technique relatively expensive. Con- 
ventional microscopy is the gold standard method of ma- 
laria diagnosis. The technique can be used to detect, and 
differentiate between different life stages and species of 
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plasmodium parasites. The most serious limitation of this 
technique is time consuming. Besides, the results ob-
tained are difficult to reproduce. 

From the above discussion of malaria diagnosis meth- 
ods, it can be deduced that the more sophisticated the 
technique is, the more reliable the result of the diagnosis. 
However sophisticated techniques are expensive and un- 
affordable in places where malaria is a serious problem. 
On the other hand, less sophisticated techniques are af- 
fordable but their results are not always reliable. Low 
cost malaria diagnosis techniques can be improved by 
incorporating some processing component in their out- 
puts. As a result we can devise a new framework of clas- 
sifying malaria diagnosis techniques based on the com- 
plexity involved in detection and processing. This scheme 
would therefore yield four classes of diagnosis techniques. 
These classes are summarized in the Table 1. 

From Table 1 below, the ideal diagnosis technique 
would be that from class A. However, no such technique 
has yet been developed whose results are within reason- 
able degree of accuracy. Class D is the least desirable 
category as it would call for expensive detection and 
processing schemes. This would translate to high cost of 
installation, operating and high skilled personnel require- 
ment besides being time consuming. This leaves us with 
class B and C as our methods of choice. Most conven- 
tional diagnosis techniques would fall in class C, where 
effort is placed in detection and very little processing if 
any is carried out. As a result of the sophisticated appa- 
ratus required, the process ends up being expensive and 
sometimes out of reach. Class B calls for simple detec- 
tion scheme and complex processing algorithms. Simple 
detection and complex processing is feasible since the 
semiconductor industry has made tremendous improve- 
ments in fabrication of low cost and high speed computer 
processors. 

In this work, a class B scheme of malaria diagnosis 
was explored. An automatic method of detecting plas- 
modium parasites was investigated. Image processing and 
machine learning techniques were utilized to solve this 
problem. The ultimate goal of the study was to develop a 
fast, accurate and affordable technique for malaria diag- 
nosis using images of stained thin blood smears. Stained 
blood smear images were acquired and preprocessed. 
Relevant features were then extracted and classified us- 
ing neural network classifiers. 

 
Table 1. Malaria diagnosis classification schemes. 

Classes Detection complexity Processing complexity 

Class A Simple Simple 

Class B Simple Complex 

Class C Complex Simple 

Class D Complex Complex 

2. RELATED WORK 

A number of studies on the possibility of detecting plas- 
modium parasites using images of thin blood smear have 
been done in the past. In this section a number of these 
studies are reviewed. 

Ross et al., [8] proposed a technique for automating 
malaria diagnosis using light microscopy. Here, a light 
microscope fitted with a digital camera was used to cap- 
ture image of Giemsa stained blood slides. After images 
were captured they were loaded to a Personal Computer 
(PC) for processing. Image processing techniques and 
neural network classifiers were used. Infected erythro- 
cytes were positively identified with a sensitivity of 81% 
while the accuracy for species determination was 73%. 
Morphological image processing techniques used for 
erythrocyte segmentation could not produce satisfactory 
results for erythrocytes which are heavily clustered [9]. 
The sizes of erythrocytes were determined using granu- 
lometry with circular structuring element (SE). The as- 
sumption was erythrocyte shapes are circular. This is not 
always the case. Sometimes erythrocytes shapes are de- 
formed especially if they are infected with diseases such 
as sickle cell or if they appear in clusters [9]. 

Diaz et al., [10] developed a technique for detection, 
quantification of parasitemia and parasite life stages. Pix- 
els’ colour features were extracted and used to train clas- 
sifiers for detection and determination of parasite life 
stages. Clustered erythrocytes were resolved by use of 
template matching before parasitemia was estimated. The 
study reported a sensitivity of 94% for detection of in- 
fected erythrocytes and 79% for stages identification. 
The technique was not fully automatic as it called for 
human intervention during training of the classifier every 
time diagnosis had to be made. 

Di Ruberto et al., [11] proposed a technique of auto- 
matically detecting and quantifying malaria parasites in- 
fection in blood images of patients. The method em- 
ployed a modified watershed algorithm to segment eryth- 
rocytes. There were two alternatives proposed for classi- 
fying parasite stages. One was the use of morphological 
thinning, where skeletons of parasites images were used 
to categorize parasites into their respective stages of in- 
fection. The second option was use of colour histograms 
similarity. The efficiency of the segmentation algorithm 
proposed reduces with the degree of clustering of eryth- 
rocytes. Similarly the accuracy of colour histogram simi- 
larity for classification of parasites would depend on the 
imaging parameters and illumination conditions under 
which the image being probed is taken. The detection 
accuracy of parasitemia reported was relatively low, 50%. 

Most of the techniques proposed in the previous works 
didn’t address the distinction of plasmodium parasites 
from the rest of stained objects (artefacts) in the blood 
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sample [9]. In this work, this limitations of the previous 
works have been addressed. A novel method of segment- 
ing erythrocytes and plasmodium parasites using artifi- 
cial neural networks (ANN) has been developed. This 
technique has solved the problem of distinguishing be- 
tween the plasmodium parasites and other stained objects 
(artefacts) in images of thin blood smears. Identification 
of erythrocytes is performed by ANN. The classifier is 
trained to recognize erythrocytes with varied features. 
This makes the technique more robust than granulometry 
which has been used extensively in previous studies in 
erythrocyte recognition [8,11]. 

3. THE PROCESS MODEL 

The ultimate goal of this work was to develop a system 
for detecting malaria using microscopic images of stained 
blood samples. This being image recognition and classi- 
fication task, a systematic sequence of events was fol- 
lowed to achieve the objective. Generally, the procedure 
followed in solving such a problem is as follows. First an 
image is acquired and pre-processed, it is then segmented 
into different regions and appropriate features extracted. 
Next, a suitable classifier is used to categorize the fea- 
tures into their different classes. Finally, a decision is 
made about the information conveyed by the image based 
on the classes of features found by the classifier. Figure 
1 below gives a block diagram of the algorithmic steps 
for detection of plasmodium parasites in thin blood smears. 

 

 

Figure 1. Model of plasmodium 
parasite detection. 

4. IMAGE PRE-PROCESSING 

The goal of this step is to make the acquired images more 
suitable for subsequent processes-mainly image segmen- 
tation and feature extraction. Basically, there are three 
main objectives for image pre-processing. One is to re- 
size the image for the purposes of either magnifying the 
image through digital zooming, or reducing the image 
size in order to speed up processing. The second objec- 
tive of image pre-processing is to reduce or eliminate 
noise from the acquired image. Third is to enhance the 
image contrast for visual evaluation. 

In this case, digital zooming and contrast enhancement 
is not necessary since the task of image classification and 
recognition is to be performed by a computer and not a 
human operator. However image size normalization is 
essential in order to standardize the spatial resolution for 
images from different sources. Image filtering is also nec- 
essary in order to reduce or eliminate noise in images 
which could have been acquired during the process of 
sample preparation or image acquisition. 

5. IMAGE SEGMENTATION 

Image segmentation involves partitioning a digital image 
into its constituent regions. The goal of image segmenta- 
tion is to locate objects and boundaries (lines and curves) 
in an image. Each of the pixels in a given object in an 
image share similar characteristics with other pixels be- 
longing to the same object (set). These characteristics 
include; colour, texture, size, orientation, intensity, con- 
nectivity etc. 

There are two reasons for performing image segmen- 
tation in the detection of plasmodium parasites from thin 
blood smear images. One is to isolate individual eryth- 
rocytes from the rest of blood constituents and the sec- 
ond is to locate probable plasmodium parasites from in- 
fected erythrocytes. 

6. FEATURE EXTRACTION 

This stage is about choosing suitable parameters which 
adequately describes the information of the image. These 
parameters are grouped together in vector form and are 
referred to as feature vectors. Features can be obtained 
directly from images e.g., raw image pixel values or they 
could be derived quantities such as average image inten- 
sity, image histogram moments, shape signature and ob- 
ject area. 

7. DETECTION OF PLASMODIUM 
PARASITE 

This stage falls under image classification. Feature vec- 
tors formed in the above stage are used as input to this 
stage. Trained classifiers are used to categorize thin blood 
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smear images as either infected or not infected. 

OPEN ACCESS 

8. METHODOLOGY FOR DESIGN 

The procedure for detection of plasmodium parasites in 
thin blood smear images has been highlighted in the 
process model. Images were acquired from two sources; 
Kenya Medical Research Institute (KEMRI) [12], and 
Centre for Disease Control (CDC) website [13]. 

Microscopic images of KEMRI samples were captured 
using a LEICA ICC50 RGB digital camera (with a maxi- 
mum camera resolution of 1600 × 1600 pixels) fitted on 
the ocular lens of a LEICA DM500 microscope available 
at the Department of Veterinary Medicine, University of 
Nairobi. A blank glass slide image was also captured to 
be used as a reference sample. The captured images spa- 
tial resolution was automatically set to 300 by 300 pixels 
by the microscope software. To correct for non-uniform 
illumination in the KEMRI thin blood smear images, the 
absolute difference of KEMRI images and the blank sam- 
ple image was performed. 

Images from CDC are posted to the website for either 
confirmation of diagnosis or archiving from laboratories 
all over the world. These images are of different visual 
quality i.e. the images vary in their intensity contrast, hue, 
and magnification. This is a consequence of different 
techniques used in sample preparation, image capturing 
and processing. Correction for non-uniform illumination 
was expected to have been performed to these images 
since this is a standard practice. 

9. IMAGE PRE-PROCESSING 

There were two goals for image preprocessing. First was 
size normalization and second was noise reduction. 

Size normalization was necessary in order to have all 
images with uniform size proceeding to the next stage. 
Images from CDC were of different spatial resolution 
with 300 by 300 square pixel images being the smallest 
of all. KEMRI images had their size normalized to 300 

by 300 square pixels by the microscope software. 
Noise reduction was considered to reduce some unde- 

sirable effects in the images which often are acquired 
during the process of sample preparation and image ac- 
quisition such a non-uniform illumination, salt and pep- 
per noise and image blurring. Filtering operation using a 
square median filter was performed to both images from 
CDC and from KEMRI. This operation served to remove 
spurious noise present in the images. The length of the 
median filter used was 5 by 5 square pixels, a value ob- 
tained from the previous related work of Ross et al. [8]. 
After filtering, HSI images of the corresponding images 
were computed and stored. This was motivated by the 
fact that HSI colour spaces can easily highlight some 
parasite information which is difficult to identify in RGB 
colour space [11]. Table 2 below gives the algorithmic 
steps involved in this stage. 

Test Results for Image Size Rescaling 
Figure 2 shows two images from CDC and KEMRI 

before and after size normalization. Figure 2(a) is an im- 
age from CDC whose size is 1600 by 1600 pixels while 
Figure 2(b) is an image captured from KEMRI blood 
samples. Figures 2(c) and (d) give the resultant images 
after image rescaling operation. 

After image rescaling CDC image size reduced to 300 
by 300 pixels while maintaining its useful features such 
as erythrocytes, parasites and background regions. The 
KEMRI image size remained the same after rescaling. 
This therefore confirmed that the image rescaling algo- 
rithm given in Table 2 produced the desired results of 
rescaling images from both KEMRI and CDC to the 
same spatial resolution. Image rescaling was necessary to 
speed up computation in the subsequent stages i.e., fea- 
ture extraction, image segmentation, and detection of 
plasmodium parasites. 

Test Results for Noise Reduction 
The effect of image filtering using median filtering 

and compensation of non-uniform illumination (in the 
case of KEMRI images) described in the algorithmic  

 
Table 2. Pre-processing steps for KEMRI and CDC images. 

1) Load a sample image, Is and specify its source, either KEMRI or CDC. 
2) Perform median filtering using a 5 by 5 square filter to Is 
3) Determine the spatial resolution Is 
4) If the image size is greater than 300 square pixels, resize the image by a scale factor of sf where 

 
300

minimum image length, image width
sf   

5) Determine the centre coordinates, (xo, yo) of the resulting image and use it to crop a subset of the image using the following parameters; 

Top left coordinates = (xo − 150, yo − 150) 

Width of the image to be cropped = 300 

Height of the image to be cropped = 300 

NB: MATLAB code for executing step 5 is given below 

Is = imcrop (Is, [xo − 150, yo − 150, 300, 300]) 

6) Create a copy of the resized image and convert it into HSI colour space. 
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Figure 2. Results of image rescaling, (a) CDC image, (b) 
KEMRI image, (c) and (d) rescaled CDC and KEMRI images 
respectively. 

 
steps in Table 2 was investigated. Here, both the raw 
images and pre-processed images of Figure 2 were seg- 
mented using Zack’s algorithm [14]. The test results of 
the segmentation process are presented in Figure 3. 

Figures 3(a) and (d) are the rescaled KEMRI and 
CDC images respectively. Erythrocytes of these images 
were segmented before and after performing the filtering 
operation with a median filter. From the results it can be 
seen that for KEMRI image, there is no notable differ- 
ence in the two binary images. However, for CDC image 
segmenting the image after the filtering operation re- 
sulted to a significant improvement of the binary image 
quality. This could be as a result of CDC images being 
degraded by noise, an effect that is corrected by median 
filtering. Some of the possible sources of such noise in- 
clude unbalanced illumination of the sample in the mi- 
croscope, poor sample preparation, sample degradation 
or a combination of these factors. By performing median 
filtering random noise also referred to as salt and pepper 
noise was smoothed and this led to an improvement in 
the quality of the segmented binary image. 

10. IMAGE SEGMENTATION 

There were two objectives of image segmentation. One 
was to isolate individual erythrocytes from the rest of 
blood constituents and the second was to partition prob- 
able plasmodium parasites from the infected erythrocytes. 
Two image segmentation schemes were explored and 
their results compared. One was the traditional image 
segmentation technique of histogram thresholding and 
the other was the use of artificial neural network for im- 
age segmentation. 

Erythrocyte Segmentation by Histogram Threshold- 
ing 

Both RGB and HSI images were used for segmenta- 
tion. For RGB images, the green component was used. 
This is because the green colour component is the least 
noisy of RGB components and parasites are most visible 
[8]. For HSI colour space, both hue and saturation com- 

 
(a)                (b)                  (c) 

 
(d)                (e)                  (f) 

Figure 3. Effect of image filtering, (a) and (d) pre-processed 
KEMRI and CDC images, (b) and (e) binary images obtained 
from the pre-processed images, (c) and (f) binary images ob- 
tained from raw images from KEMRI and CDC respectively. 

 
ponents were used for segmentation.  

Histograms of these gray scale images were obtained 
and their threshold values determined by implementing 
Otsu’s algorithm [15]. The Algorithmic steps for eryth- 
rocyte segmentation are given in the Table 3. 

Test Results for Erythrocyte Segmentation Using 
Histogram Segmentation 

Histograms of sampled images from CDC and KEMRI 
were obtained and their threshold values determined us- 
ing Otsu’s algorithm. Test results of erythrocyte seg- 
mentation obtained using image histogram are presented 
in Figures 4 and 5 for a CDC image and a KEMRI im- 
age respectively. 

For CDC image, the green component image produced 
good segmentation results for erythrocytes but it also 
captured the plasmodium parasite regions as part of the 
foreground. The hue component resulted to a binary im- 
age whose foreground (erythrocyte regions) had noisy 
boundaries. The saturation component failed to produce 
erythrocytes as the objects but instead segmented the 
parasites. 

The same test was conducted with a KEMRI image to 
determine which colour component image would pro- 
duce the best erythrocyte segmentation results. Figure 5 
shows the KEMRI image, and the resulting binary im- 
ages from its corresponding green, hue, and saturation 
image colour components. It can be observed from the 
figure above that the binary images from green compo- 
nent of RGB images and saturation component image 
produced good erythrocytes regions but as in the case of 
CDC image, hue component image produced a noisy 
binary image. 

From these observations, it was deduced that the green 
colour component of RGB image is the most suitable for  
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Table 3. Algorithmic steps for Erythrocyte segmentation. 

1) Load a preprocessed sample image to be segmented 
2) Obtain its corresponding HSI image 
3) Obtain the green component image from RGB images and hue and saturation components from HSI images 
4) Use Otsu’s algorithm to segment erythrocytes in the green, hue and saturation component images 
5) Determine the coordinates of bounding rectangles enclosing every object 

 

 
(a)                              (b)                            (c)                                (d) 

Figure 4. CDC image histogram thresholding, (a) Pre-processed image from CDC, (b)-(d) Resultant binary images obtained from 
thresholding the green, hue, and saturation component images. 

 

 
(a)                              (b)                            (c)                                (d) 

Figure 5. KEMRI histogram thresholding, (a) Pre-processed image from KEMRI, (b)-(d) Resultant binary images obtained from 
thresholding the green, hue, and saturation component images. 

 
segmentation using histogram segmentation techniques. 
This is in agreement with the findings of Di Ruberto et al. 
[11] that the green colour component is the least noisy. 

Training of Artificial Neural Network 
ANN is a supervised learning technique used to clas- 

sify patterns into different classes based on a training set. 
Training an ANN involves supplying the network with 
input features and their corresponding targets (desired 
outputs). The network then tries to adjust its input coef- 
ficients (commonly referred as the weights and biases) 
until a point where its output matches the corresponding 
target for a given input feature. When this happens the 
network is said to have learnt to classify different classes 
of input features. A trained ANN is capable of correctly 
classifying features which it has not been trained with. 
This is known as network generalization. 

MATLAB™ has a toolbox for creating artificial neural 
networks. This toolbox divides input features into three 
groups. The first group is made of 60% of the total train- 
ing set. It is used in training the network (adjusting the 
weights and the biases). The second and the third groups 
each consist of 20% of the training set. One group is 

used for validating the network. This means checking 
that the network is generalizing and it stops training be- 
fore over-fitting. The other group is used as an inde- 
pendent test of the network generalization. 

Artificial Neural Network Segmentation of Erythro- 
cytes 

In this method, a multilayer back propagation neural 
network was trained to partition the image into two re-
gions; erythrocytes region and the image background. 
Two sets of feature vector were used to train two artifi- 
cial neural networks. One network was trained with RGB 
pixel values and the other one with both RGB and HSI 
image pixel values. The features were divided into two 
classes; erythrocytes and the background pixel values. A 
total of 540 feature vectors were used to train the neural 
network, with 340 feature vectors belonging to the eryth- 
rocytes class and 192 feature vectors belonging to the 
background class. 

Test Results for Artificial Neural Network Segmenta- 
tion of Erythrocytes This Should Go to Results 

Erythrocyte segmentation using two ANN classifiers 
were tested. The first classifier was trained with only pixel 
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values of RGB images. The other classifier was trained 
with both RGB and HSI image pixel values. Table 4 
below gives the classification accuracy in percentage at- 
tained by the two ANN classifiers. The regression plots 
of the two classifiers are given in Figures 6 and 7. 

From the results given in Table 4 below, the perform- 
ance of the two ANN classifiers was impressive (above 
99%). However, the network trained only with RGB fea- 
tures performed marginally better than the one trained 
with both RGB and HSI features. This can be attributed 
to the fact that neural network classification accuracy 
decreases when the number of features is increased while 
the sample size is held constant [16,17]. It can be con- 
cluded that RGB features are adequate to distinguish 
erythrocytes from the rest of the thin blood smear image 
using an ANN. 

The Artificial Neural Network trained with RGB fea- 
tures was used to segment the same images used in his- 
togram segmentation, one from KEMRI and the other from 
CDC. The binary images of Figures 8(b) and (d) were  

 
Table 4. Performance of erythrocyte segmentation using ANN 
classifiers. 

Feature  
vector used 

Training  
session (%) 

Validation 
session (%) 

Test  
session (%) 

Overall  
performance (%)

RGB features 
vectors only 

100 100 100 100 

RGB and HSI 
features 

100 99.9 100 99.9 

 

 

Figure 6. ANN regression plots for erythrocyte segmentation 
classifier using RGB features. 

 

Figure 7. ANN regression plots for erythrocyte segmentation 
classifier using RGB and HSI features. 

 

 
(a)                               (b) 

 
(c)                               (d) 

Figure 8. Erythrocyte segmentation results of Artificial neural 
network, (a) is the pre-processed image from KEMRI, (c) is the 
pre-processed image from CDC, (b) and (d) are the resultant 
binary images obtained as the outputs of ANN trained to 
segment erythrocytes. 

 
obtained. From these images it can be observed that the 
ANN managed to capture the erythrocyte regions well in 
both CDC and KEMRI images. 
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Figure 8 indicates that ANN managed to produce 
fairly good segmentation results for the erythrocytes for 
both CDC and KEMRI images. The quality of the seg- 
mented images is comparable with that obtained by his- 
togram segmentation using the green colour component 
of the images. 

to locate the global minimum points in an image histo- 
gram. This point becomes the threshold value for sepa- 
rating foreground objects from the image background. 
Often the global minimum of a blood smear image is the 
point separating the image background and the erythro- 
cytes. This is due to the fact that the two dominant modes 
in these image histograms correspond to background and 
erythrocyte pixel values. The mode due to plasmodium 
parasites pixels is negligible compared to the above two 
modes since they occupy a small area in an image in 
comparison to the background and erythrocytes. There- 
fore, a global minimum would separate erythrocytes from 
the image background and not the parasites. To segment 
parasite regions, Zack’s algorithm was modified to locate 
local minimum which corresponds to the boundary be- 
tween parasite regions and the rest of the blood constitu- 
ents. First, a histogram, h of a gray scale image (in this 
case the green component RGB image) was determined. 
Then a global minimum point, To of the histogram was 
sought using either the original Zack’s algorithm or Otsu’s 
method. Then, a matrix of 1 by 256 (the total number of 
gray levels in the intensity image) elements was formed. 
The first To values of the matrix elements were set to 
ones and the rest were set to zeros. This matrix was mul- 
tiplied element by element with histogram h to form a 
modified histogram. A global minimum point of the new 
histogram was used as the threshold value for segment- 
ing plasmodium parasites from rest of the image con- 
stituents. Table 5 gives the algorithmic steps for imple- 
menting the modified Zack’s algorithm. 

11. DETECTION OF PLASMODIUM 
PARASITE 

Just as in the case of erythrocytes segmentation, there 
were two options explored in the detection of plasmo- 
dium parasites in thin blood smear images; the conven- 
tional image processing segmentation techniques and the 
adaptive machine learning technique of training a classi- 
fier to isolate parasites regions from the rest of the image 
constituents. 

In the first option, histogram segmentation was the 
method of choice as it partitions an image into different 
regions based on the objects present rather than bounda- 
ries of objects. This is desirable because the staining 
process of blood smears on glass slides highlights sur- 
face features of plasmodium parasites and makes them 
easier to identify. Other region based segmentation tech- 
niques such as split and merge and region growing are 
computationally expensive and call for prior knowledge 
of the image to be segmented such as average intensity, 
variance of intensity in a given neighbourhood etc. Such 
information would be difficult to specify given the fact 
that images used especially from CDC were of varied 
quality. Test Results of Segmentation of Plasmodium Para- 

sites Using the Modified Zack’s Algorithm Detection of Plasmodium Parasites Using Image His- 
togram Segmentation Segmentation of plasmodium parasites in images of 

thin blood smears using a modified version of Zack’s 
algorithm was tested. Two images were randomly picked; 
one from KEMRI and another from CDC and were seg- 
mented using the Zack’s algorithm technique modified to 
detect parasite regions. Figure 9 shows the original im- 
ages alongside the binary images obtained after segmen- 
tation. 

Histograms of the green component of the RGB im- 
ages were used to segment the parasites. The green com- 
ponent was chosen since it was found to produce best 
regional segmentation results in comparison to other col- 
our components belonging to RGB and HSI components 
(refer to the erythrocyte segmentation above). The thresh- 
old value used to segment the gray scale image was de- 
termined by a modified Zack’s algorithm. As can be seen from images in Figure 9, the algorithm 

produced a fairly good segmentation result for the plas- 
modium parasites in KEMRI image but miss-classified 

Modified Zack’s Algorithm 
Zack’s algorithm just as Otsu’s algorithm is designed  

 
Table 5. Algorithmic steps for implementing modified Zack’s algorithm. 

1) Extract the green component image Ig, from the RGB image 
2) Find the histogram, for this gray scale image 
3) Use Otsu’s method to determine the global minimum point To of the histogram 
4) Form a 1 × 256 matrix A, with the first To elements as ones and the rest as zeros 
5) Multiply the matrix  with histogram h element by element to form a new histogram h' i.e., 

Th Ah   

where hT is the transpose of h 
6) Apply Zack’s algorithm to determine a new global minimum point oT  , for the histogram h' 

7) Use to  threshold image Ig for plasmodium parasites oT 

OPEN ACCESS 



D. M. Memeu et al. / Open Journal of Clinical Diagnostics 3 (2013) 183-194 191

 

 

Figure 9. Plasmodium parasite segmentation using a modified 
Zack’s algorithm, (a) KEMRI image, (c) CDC image, (b) and 
(d) the corresponding binary images of the parasites. 

 
an erythrocyte as a parasites in the CDC image. The 
miss-classified region is circled in red. The histogram 
technique classified an erythrocyte as a parasite due to 
the fact that the misclassified erythrocytes intensity lev- 
els were lower compared to other erythrocytes. One limi- 
tation of this technique is that it does not take into ac- 
count the hue information of the objects to be segmented 
and therefore segmentation is done on the bases of the 
magnitude of the gray scale value of the image pixels. 
This technique also suffers from high rates of false posi- 
tive cases arising from the algorithm misclassifying arte- 
facts as plasmodium parasites provided that their gray 
scale values are comparable to those of the parasites. 
This problem can be solved by using a segmentation tech- 
nique that takes account of the full colour information 
besides the intensity values of an image.  

Detection of Plasmodium Parasites Using Artificial 
Neural Network 

In this method, two multilayer back propagation neu- 
ral network classifiers were trained to identify plasmo- 
dium parasites from the rest of the image constituents. 
One network was trained using a feature vector formed 
from corresponding pixel values of the red, green and 
blue image colour components of both CDC and KEMRI 
images. The second network was trained using feature 
vectors formed from the red, green, blue, hue, saturation, 
and intensity components of the RGB and its correspond- 
ing HSI colour images. The training set was divided into 
two classes; features from infected erythrocytes and fea- 
tures from non-infected erythrocytes. 

Test Results for Artificial Neural Network Segmenta- 
tion of Plasmodium Parasites 

Two sets of feature vectors were used to train two arti- 
ficial neural network classifiers to segment plasmodium 
parasites from the rest of the blood constituents. The two 
sets of features were, a three dimensional feature vector 
consisting of pixel values for red, green and blue image 
colour components and a six dimensional feature vector 
consisting of pixel values of red, green, blue, hue, satura- 
tion and intensity colour components. The performance 
of these two networks is presented in Table 6. The re- 

gression plots generated by the MATLAB™ neural net- 
work toolbox for both networks are given in Figures 10 
and 11. 

From these results, ANN trained with RGB features 
performed better than the one trained with both RGB and 
HSI features. The overall performance of the networks 
trained with RGB features was 99.9% while the per- 
formance for the network trained with both RGB and 
HSI features was 82.4%. Besides, the second classifier 
performed poorly in generalizing as can be seen from the 
test plot which attained mere 36.2% accuracy. The rea- 
son for lower classification accuracy by the ANN trained 
with both RGB and HSI feature as compared to the one 
trained with RGB features only is the fact that when the 
feature size was increased keeping the sample size con- 
stant, the classification accuracy decreased. A similar ob- 
servation was noted previously in segmentation of eryth- 
rocytes using ANN. This can be attributed to the fact that 
ANN performance depends on the number of training 
examples and the size of the feature vectors. If the di-  

 
Table 6. ANN Performance of Plasmodium parasite detection. 

Feature 
vector used

Training 
session 

% accuracy

Validation 
session 

% accuracy 

Test session 
% accuracy 

Overall 
performance
% accuracy

RGB features 
vectors only

100 99.9 99.9 99.9 

RGB and 
HSI features

93.5 88.6 36.2 82.4 

 

 

Figure 10. Performance of ANN trained with RGB features to 
segment plasmodium parasites. 
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Figure 11. Performance of ANN trained with RGB and HSI 
features to segment to segment plasmodium parasites. 

 
mension of the feature vector is increase, the number of 
training examples should also be increased for the net- 
work performance to improve [16,17]. Therefore since 
the number of training examples was the same for both 
networks the performance of the network trained with 
more features did not translate to improved classification 
accuracy. Using ANN trained with RGB features, plas- 
modium parasites were segmented from the two images 
used previously in histogram segmentation technique. 
The results are presented in Figure 12. 

As can be seen from Figures 12(b) and (d), the neural 
network classifier managed to segment plasmodium pa- 
rasites correctly for both KEMRI and CDC images. Fig- 
ure 12(d) shows that the network correctly detected re- 
gions infected with plasmodium parasites and didn’t 
miss-classify erythrocytes as parasites as was the case in 
histogram segmentation. This indicates that ANN trained 
with RGB features can segment erythrocytes and plas- 
modium parasites more accurately than histogram thres- 
holding. 

12. ALGORITHM FOR PLASMODIUM 
PARASITE DETECTION 

Using the decisions made in the system design method- 
ology, a system for detection of plasmodium parasites 
was developed. A block diagram of the system is shown 
in Figure 13. 

This system was then tested using a total of 205 im- 
ages. 120 images were captured from KEMRI samples  

 
(a)                             (b) 

 
(c)                             (d) 

Figure 12. ANN plasmodium parasites segmentation; (a) and 
(c) pre-processed KEMRI and CDC images respectively, (b) 
and (d) their corresponding binary images of plasmodium 
parasites. 

 

 

Figure 13. Algorithmic steps for detec- 
tion of plasmodium parasites. 

 
while 80 were obtained from CDC online image library. 
From these images, a total of 305 erythrocyte sub-images 
were cropped. 205 sub-images comprised of infected 
erythrocytes while 100 images were non-infected. 

13. RESULTS AND DISCUSSION 

Detection of plasmodium parasites was done by a trained 
multilayer back propagation neural network. The network 
was trained with RGB colour features as this was found 
to be the most accurate method of detecting plasmodium 
parasites. The network searched through the images and 
identified regions infected by plasmodium parasites. 
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Table 7. Plasmodium parasite detection accuracy. 

 
True positives 

(out of 100 images infected images)
True negatives  

(out of 100 non-infected images)

False positive 
(out of 100 non-infected 

images) 

False negative 
(out of 100 infected 

images) 

Number of images used 92 97 3 8 

Percentage (%) 92 97 3 8 

 
In order to evaluate the effectiveness of this stage, four 

metrics were used. These are: True Positives (TP), True 
Negatives (TN), False Positives (FP), and False Nega- 
tives (FN). The TP and TN represented the number of 
erythrocytes diagnosed by the diagnosis system correctly 
either as infected or not infected. The FP represented the 
number of erythrocytes diagnosed by the system as in- 
fected while as they were actually not infected. Finally, 
FN represented the number of erythrocytes classified as 
not infected while they were actually infected. 

OPEN ACCESS 

A total of 200 images were used to test the accuracy of 
the ANN in detection of plasmodium parasites. 100 im- 
ages had infected erythrocytes while the other 100 im- 
ages were not infected. The results obtained were tabu- 
lated in Table 7. 

From the results, the overall detection accuracy was 
95%. Out of the total 200 erythrocytes images used, only 
11 were falsely classified. This therefore indicates that 
artificial neural network trained with RGB colour fea- 
tures can be an effective tool for detection of plasmo- 
dium parasites. The performance of algorithm developed 
in this work out performed that of Ross et al. [8] that re- 
corded 85% parasite detection accuracy. In that work, a 
total of 37 features were used to train ANN classifier to 
detect plasmodium parasite. There were a total of 305 
samples used to train the network. These were colour 
features, geometric features and shape features. The cur- 
rent study shows that the performance of ANN classifier 
can be improved by reducing the dimensionality of the 
feature vector used as the training set. Specifically, from 
the results, it can be observed that RGB colour features 
are sufficient to distinguish plasmodium parasites. 

14. CONCLUSIONS 

A system for detecting plasmodium parasites using im- 
ages of thin blood smears stained with Giemsa was de- 
veloped. The outputs of the system were compared to the 
results of expert microscopists. A total of 205 images 
were used to train and test the performance of the system. 
The system recorded 95% accuracy in detecting the pres- 
ence of plasmodium parasites. 

In this work, a novel technique of image segmentation 
using artificial neural networks trained with pixel values 
of RGB colour space was developed. The technique was 
used in segmentation of erythrocytes and plasmodium 
parasite regions. The results of plasmodium parasites de- 

tection showed that ANN classifier trained only with RGB 
colour features performed better than when the same 
classifier is trained with both RGB and HSI feature. It 
was therefore concluded that detection of plasmodium 
parasites can be adequately performed by a neural net- 
work classifier trained with RGB colour features of the 
parasite images. 

Another notable contribution made in this study was 
the development of a technique for determining the thresh- 
old value for segmenting plasmodium parasites from the 
rest of the blood smear images. The algorithm is a modi- 
fication of Zack’s algorithm for determining global mini- 
mum in an image histogram. 
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