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ABSTRACT 

Radio Cognitive (RC) is the new concept introduced to improve spectrum utilization in wireless communication and 
present important research field to resolve the spectrum scarcity problem. The powerful ability of CR to change and 
adapt its transmit parameters according to environmental sensed parameters, makes CR as the leading technology to 
manage spectrum allocation and respond to QoS provisioning. In this paper, we assume that the radio environment has 
been sensed and that the SU specifies QoS requirements of the wireless application. We use genetic algorithm (GA) and 
propose crossover method called Combined Single-Heuristic Crossover. The weighted sum multi-objective approach is 
used to combine performance objectives functions discussed in this paper and BER approximate formula is considered. 
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1. Introduction 

In the past years, end user became service oriented and 
the increased demand of wireless applications, has in-
creased the demand of bandwidth which resulted in spec-
trum scarcity. The efficient use of licensed spectrum be-
comes a subject of recent contributions [1]. The Federal 
Communication (FCC) published a report in November 
2002, aiming at establishing new spectrum strategies to 
resolve the overcrowding bands [2] and allowing SU to 
use licensed bands accordingly. Proposed strategies en-
able the unlicensed users to use the licensed frequencies 
simultaneously with the licensed users as long as they 
conform to environment constraints. Cognitive Radio is 
one of the leading technologies to answer the spectrum 
overcrowding problem. CR concepts are based on intel-
ligent modules to measure and sense unused spectrum as 
well as adapt radio parameters in manner to avoid or 
limit interference with other users [3]. Artificial intelli-
gence is mostly the best way used to enhance radio 
learning capabilities from shared environment. Based on 
collected information, it allows possibilities to exploit 
empty frequencies in the licensed band of spectrum and 

can be assigned to SU without causing any interference 
to other uses. 

Results from [4] introduction derived relationship be-
tween the transmission and environmental parameters. 
Moreover, many other researches are based on GA adap-
tation to increase the performance and the quality of final 
solution. In [4] population adaptation, the adaptation was 
proposed. The paper [5] discussed the adaptation of mu-
tation/crossover probabilities based on the evolution of 
generations. 

In this paper, Section 2 introduces Cognitive Radio 
concept, transmission/environmental parameters. Section 
3 describes performance objective used in this paper and 
assumption considered in the model. Section 4 covers the 
background of GA and the presentation of the proposed 
crossover method. Section 5 presents simulation and re-
sults and Section 6 concludes the paper with introduction 
of possible future work. 

2. Cognitive Radio 

2.1. Introduction 

Cognitive Radio is firstly used by Mitola and Magurire 
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[6], It’s a smart radio that have ability to change and re-
configure internal parameters according to the radio en-
vironment. Secondary User in Cognitive Radio can bor-
row the unused spectrum for a time interval from the Pri-
mary User without causing interference to the Primary 
Users.  

As described in [6], a Cognitive Radio device must 
have four qualities to achieve optimal spectrum utiliza-
tion: 
 Sensing spectrum. 
 Understanding QoS requirements. 
 Understanding regulatory policies enforced by the 

regulator. 
 Understanding of radio cognitive internal capabilities. 

Cognitive Radio essentially takes advantage of Soft-
ware Defined Radio (SDR) with artificial intelligence, 
capable of sensing and reacting to the environment 
changes. A radio may be able to sense the current spectral 
environment, and have some memory of past transmitted 
and received data along with power, bandwidth, modula-
tion, SINR, etc. 

From all above, RC takes appropriate decisions about 
how to optimize the fixed objective. 

Possible goals could include: 
1) Primary and Secondary Users point of view: 

 Maximize SINR, data rate, throughput. 
 Mitigate interferences. 
 Minimize power consumption. 
 Minimize BER. 
 Maximize Battery life. 
 Maximize medium access. 

2) Network point of view: 
 Ensure efficient spectrum utilization. 
 Maximize throughput aggregation. 
 Ensure appropriate coverage. 
 Optimal network capacity. 

The main functionality of CR is its capability to per-
form dynamic optimization of communication parameters 
and enhance the capability to adapt with brisk environ-
ment changes. Many implementations of Genetic algo-
rithms based cognitive radio are tested, but the perform-
ance and results of these algorithms depend on the fitness 
functions model, the number of performance objectives 
and it can also depend on GA operators. GA is used to 
optimize multi-objective problems and produce the Pareto 
Front (the non-dominated solutions in the solution space) 
which needs decision-making capability to decide ac-
cordingly optimal configuration that respect QoS re-
quirements. 

2.2. Transmission and Environmental  
Parameters 

Transmission and environmental parameters represent 
inputs of CR system. Based on those parameters, the 

quality and accuracy of solution are evaluated. More pa-
rameters make the radio system more informed, thus in-
crease the difficulty of the implementation but allowing 
generating optimal decision. 

Two types of parameters are used: 
 Environmental parameters include all information 

about wireless shared environment. Sensor module has 
to be implemented to collect environmental-sensed 
data. 

 Transmission parameters include all important inputs 
that are controlled by the system and used for decision. 
The final decision is the optimal set of transmission 
parameters that achieves the set of performance objec-
tives. 

Table 1 illustrates the transmission and Environmental 
parameters used in this paper 

3. Problem Formulation and Assumptions 

In this paper, we assume that inputs are collected from the 
radio environment (using a sensor) or secondary user. A 
Cognitive Radio must be including intelligence so that it 
can detect the spectrum accurately. According to [7], 
there are possible scenarios for an inaccurate decision, a 
“false alarm” when there’s no active primary user in the 
radio environment but the CR observes that there’s a pre-
sent primary user. And “missed detection” is the opposite 
of “false alarm”; the CR observes that a PU is not present 
and the PU is using the spectrum. Both scenarios lead to 
interferences or missing the opportunity to allocate freer 
frequencies. 

We also suppose that QoS requirements have been 
specified for each type of application. The purpose of 
optimization in spectrum allocation is assigning the free 
frequency spaces in the shared spectrum to the SU. So 
defining derived fitness function from performance objec-
tives is the key of successful QoS management and result 
optimal spectrum utilization. Every CR device controls 
the power to reduce noise and guarantee the required 
power consumption, also adaptive modulation and coding 
scheme present important factor to compensate variation 
in the channel and results satisfied throughput and bit 
error rate requirements. Carrier frequency must also be 
 

Table 1. Transmission and environmental parameters. 

Parameter Description 

Transmit Power Transmit power 

Modulation Type 
Type of Modulation Format: 

M-QAM, M-PSK . 

Modulation Index 
Number of symbols for  

Modulation scheme used 

Bandwidth Bandwidth of transmission 

Symbol Rate Number of symbols per seconde 

Noise power Noise power 
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well chosen to prevent any vibration. 
The dependence between all parameters and perform-

ance objectives made the optimization problem more 
complex. The quality of optimization solutions will de-
pend on the quality of the algorithm used, algorithm op-
erators, population size, execution time, optimality of 
solutions, CPU/RAM use, etc. In this paper we have cho-
sen four performance objectives: minimizing power con-
sumption/bit error rate, and maximizing throughput/ 
spectral efficiency. The genes considered in this paper are 
listed in Table 1, we’ll use values from parameters of CR 
network as IEEE 802.22 discussed in paper [8]. Each fit-
ness function must be normalized in the same range. So 
multi-objective weighted sum approach is more appropri-
ate, it allows applying weights to normalized objectives. 
Weights have been choosing accordingly, and they de-
pend on the QoS required from the end application. De-
rived fitness function for each parameter is initially used 
in [4]. 

The power consumption is the supplied power to main-
tain device operation, the total fitness include derived and 
normalized power consumption. 

All technologies used in telecommunications have a 
fixed and important goal, to have free error rate or to mi-
nimize the bit error rate of transmission. To calculate the 
bit error rate, we assume AWGN channel model and us-
ing a gray-coded assignment, M-QAM and M-PSK are 
also considered as the set of Modulation types considered 
in this paper. Energy per bit b  to the noise spectral 
density  is the second important factor to determine 
BER. 
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Where P transmitted power assuming that no Path Loss 
is considered, B channel bandwidth, N measured noise 
power, sR  symbol rate and i  modulation index. Ac-
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Most wireless applications require free error rate or 
minimized BER. Using the approximation [10] and as-
suming QoS requirement of BER <= 0.001, mi >= 2: 

 
1.6 ratio

log 2 10.2 imBER e
 

               (4) 

Throughput formula depends on the definition used; it 
illustrates the amount of information received  

 log 2
Throughput im

N
           (5) 

where number of sub-carriers. 
The spectral efficiency is defined as the amount of in-

formation that can be transmitted over a given bandwidth: 

i sm R
SE

B


                 (6) 

The cumulative sum of all performance function with 
the percentage of required QoS of each KPI is iluustrated 
using “ i ” weight associated to the performance objec-
tive “

w
if ”. 

TotalFitness i iw f            (7) 

The percentage of Total fitness: 

  Totalfitness % 100 1 i iw f           (8) 

Weights differ according to application modes 

4. Genetic Algorithm 

GA is robust search and optimization technique inspired 
from nature [11,12] by mimicking processes nature used 
to evolve solution to complex optimization problems. GA 
is adaptive heuristic search based on evolutionary con-
cepts. Even the fact that GA starts with randomized solu-
tions, it exploits historical information to direct search 
into the space of better performance within the search 
space. Rechenberg is the first scientist describing the 
evolutionary computation and John Holland is the inven-
tor of GA, published in 1975 on his book “Adaptation in 
Natural and Artificial Systems” [13]. Since the invention 
of GA, It has been solved difficult problems. It’s mainly 
used for parallelism purpose and the primary advantage is 
the fact that they work to with a population of solutions. 
Consolidated with operators, It explores the search space 
and less likely to get stuck in local extreme  

According to the same principle as evolutionary con-
cepts, the GA starts with randomized population of solu-
tions, and reproduces new population based on the best 
fitness. By repeating this cycle several times, ended pop-
ulation will include best solutions. Figure 1 illustrates 
pseudo- code of general scheme of evolutionary process 
in GA. 
 

1) Evaluate Individuals fitness and their chances to survive
2) Individuals selected for reproduction 
3) Perform Reproduction 
4) Update the old population  

Figure 1. Generic pseudo-code for one iteration. 
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4.1. The Glossary Used in GA Literature 

4.1.1. Individual 
Individuals are the solutions of the problem to be opti-
mized. All solutions must be coded so that the treatment 
can be carried out by the genetic algorithm. The encoded 
representation is called a chromosome, and is composed 
of genes. Each gene can be a variable, an element of the 
solution, or a more abstract part. In the most used coding 
genetic algorithm is the encoding vector. Each solution is 
represented by a vector. This vector can be binary, integer, 
real, character, etc... Different types of coding are used, 
binary coding, gray coding, real and coding tree. 

The convergence of GA may need time to obtain an 
optimal solution but normally do nottake much time to 
give very good solutions [11]. Bellow we describe words 
used in GA literature [11-17] 

4.1.2. Population 
The set of chromosomes is within the same generation. 
Usually, the size of the population remains constant dur-
ing GA process 

4.1.3. Selection 
Depending on individual fitness, each individual is as-
signed a percentage chance of being selected for repro-
duction, which is the relative importance of the quality of 
the individual in relation to the overall quality of the pop-
ulation. Many selection methods are used in GA literature, 
the most commonly used methods of selecting chromo-
somes for parents to crossover are Roulette wheel Selec-
tion, Tournament selection, Rank selection and other heu-
ristic methods.  

4.1.4. Reproduction 
Reproduction is usually done by crossing two individuals, 
which produces two new individuals to be placed in the 
new population. The two common genetic operators are 
crossover and mutation: 
 Crossover: Each child chromosome receives a per-

centage of genes from each parent selected in cross-
over operation. The probability of crossover is almost 
always greater than 50%. According to this probability, 
we exchange homologous genes from both chromo-
somes.  

 Mutation: despite lower mutation probability (usually 
less than 0.1). It plays a very important role. A repro-
duction using only crossover is a hill-climbing method 
which is limited by the achievement of local maxima. 
Indeed, the genes of children are limited by the genes 
of the parents, and if a gene is not present in the initial 
population (or it disappears because of reproductions), 
it will never grow in the offspring. The mutation op-
erator is to circumvent this problem and ensure diver-
sity.  

4.1.5. Validity and Consistency 
According to the encoding method and its meaning, we 
must always be sure that the individuals in the population 
arevalid (feasible solution). Indeed, GA operators could 
produce solution resulting best fitness, but has no practi-
cal meaning when interpreted. We must therefore ensure 
that the function of creating individuals always creates 
valid individuals, and genetic operators maintain the va-
lidity of treated individuals. This is to maintain the overall 
consistency of the algorithm. 

4.1.6. Termination Criterion: 
Generally, a genetic algorithm terminates after a number 
of generations, but it can also end the execution of the 
algorithm when a certain condition is reached, such as 
when the quality of an individual exceeds a certain thre- 
shold… 

Many types of crossover operators are used in GA lit-
erature: One-Point crossover, Two Point, Uniform, Arith- 
metic and heuristic crossovers. 

The Combined Single-Heuristic Crossover (CSHC) 
used in this paper combines both Single point crossover 
and the heuristic crossover which uses the fitness values 
of the two parents’ chromosomes to determine the direc-
tion of search [14]: 

 Child 1 BestParent rand BestParent WorstParent   

Child 2 BestParent  

where rand is random number selected between 0 and 1. 
The adaptive heuristics consists of selecting the best 

child resulted from both heuristic crossover and single 
point crossover.  

Single crossover is the most commonly used in GA, 
when performing crossover, new child is created with a 
part from parent 1 and second part from parent 2. Both 
parent’s part are split randomly. Heuristic crossover uses 
the adaptation of the parents to generate the new offspring. 
Based on the fitness values of the two parents, the direc-
tion of search is fixed. 

The combination of two methods guarantees the explo-
ration and exploitation of space search. 

5. Simulation and Results 

To evaluate the proposed model, we have tested several 
GA parameters. The GA initialized with 60 Best chro-
mosomes selected from 100 chromosomes. The GA pro- 
cesses will be iterated 1000 times. Selection remainder, 
selection roulette and tournament selection were tested. A 
population of 60 chromosomes is used to evaluate all GA 
operators. And single point crossover, heuristic crossover 
are implemented with probability 0.9 and mutation 0.01. 
Table 2 resumes the values of GA parameters. 

One Mode is tested in this paper, throughput mode for 
applications that need big data and tolerated level of er-
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rors.  
Evolution of average and max fitness is illustrated in 

Figure 2, it shows the stability of evolution of the mean 
and best values of fitness. The stability started from the 
100th generation. 

The Figure 3 shows the enhancement of the quality of 
best solution obtained when combining both single and 
heuristic crossover 

The results clearly show the enhancement of obtained 
fitness value. Our result shows that the best total fitness 
value turns out to be 90%. 
 

Table 2. GA parameters. 

GA Parameters Value 

Max Generations 1000 

Population Size 60 

Crossover Rate 0.9 

Mutation Rate 0.01 
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Figure 2. Average and max fitness percentage. 
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Figure 3. Combined single-heuristic crossover and heuris- 
tic crossover. 

6. Conclusion 

This work shows the flexibility of GA in terms of imple- 
mentation but also the possibility of adapting and com-
bining operators. It can also be used with other metaheu-
ristic to enhance the quality of solution without penalizing 
the complexity and time of execution. In this work, we 
have used four performance objectives, but using more 
performance objectives will help to approach real model 
and give more QoS control. The dynamic optimization 
problem presents another aspect of research, so the future 
work can be focused on the dynamic optimization and 
proposing new meta-heuristic fully thought to resolve the 
spectrum management problem. 
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