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ABSTRACT 

In the light of universality of uncertainty, we propose a decision making model in completed information system. Con- 
sidering the attribute reduction, attribute importance and mismatched information, a multiple attribute decision making 
model based on importance of attribute is constructed. First of all, decision table is obtained by the knowledge known 
and deleting reduced attributes. Also, attributes value reduction obtained to simplify the decision table and rules is ex- 
tracted. Then, rules are utilized to make decision for a new problem. Finally, an example is advanced to illustrate our 
model. 
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1. Introduction 

Decision making is choosing a strategy among many dif- 
ferent projects in order to achieve some purposes. Ac- 
cording to various decision criteria, the decision-making 
problem is formulated as three different models: high risk 
decision, usual risk decision and low risk decision. With 
different attitude of decision makers for different types of 
decision models, decision criteria are formulated as five 
different models: optimistic-decision criterion, pessimis- 
tic-decision criterion, evenness-decision criterion, mini- 
mum-risk-decision criterion, compromise-decision crite- 
rion. 

Rough set theory [1,2], a new mathematical approach 
to deal with inexact, uncertain or vague knowledge, has 
recently received wide attention on the research areas in 
both of the real-life applications and the theory itself. 
And the real-life applications speed up the theory re- 
search about rough set. Rough set theory is an extension 
of set theory, in which a subset of a universe is described 
by a pair of ordinary sets called the lower and upper ap- 
proximations. Rough set theory is emerging as a power- 
ful theory dealing with imperfect data. It is an expanding 
research area which stimulates explorations on both real- 
world applications and on the theory itself. It has found 
practical applications in many areas such as knowledge  

discovery, machine learning, data analysis, approximate 
classification, conflict analysis, and so on. The theory of 
rough sets has been successfully applied to diverse areas, 
such as pattern recognition, artificial intelligent, machine 
learning, knowledge acquisition, economy forecast, data 
mining and so on [3,4]. Rough set theory adopts the con- 
cept of equivalence classes to partition the training in- 
stances according to some criteria. Two kinds of parti- 
tions are formed in the mining process: lower approxi- 
mations and upper approximations, from which certain 
and possible rules are easily derived. It operates only on 
the data and does not require any added information; it is 
completely data-driven. 

But there are still some defects in the Pawlak rough set. 
Classification must be correct absolutely in Pawlak rough 
set model, so classical model cannot deal with datasets 
effectively which have noisy data. Some latent useful 
knowledge may be abandoned. Researchers have put for- 
ward many extended rough set models combining with 
other soft computing theories, such as dominance-based 
rough set [5], rough fuzzy set [6] and fuzzy rough set [7] 
and so on. Probabilistic rough set [8], variable precision 
rough set [9] and bayesian rough set [10] are one of the 
most important branches. Variable precision rough set 
model was aimed at handling uncertain and noisy infor- 
mation and was directly derived from the original rough- 
set model without any additional assumptions [9]. It in- *Corresponding author. 
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tegrated the concept of rough inclusion relation into the 
Pawlak rough set model, thus being able to allow for 
some degree of misclassification in the mining process. 
Probabilistic rough set approximations can be formulated 
based on the notions of rough membership functions [11] 
and rough inclusion [12]. Also, rough set over dual-uni- 
verse is studied [13]. 

Since extended models introduction, they have been 
used in many research fields successfully. In these mod- 
els, decisions about new problems are made according 
rules extracted. However, some attributes of new prob- 
lems are inconsistent with rules completely. In this situa- 
tion, how to make decision might well repay investiga- 
tion. 

In this paper, considering imperfectly matching be- 
tween new problem and rules exit, we introduce relative 
importance when deal with new problems. Firstly, we 
present same basic concept of rough set. Then we con- 
struct a new multiple attribute decision making model by 
considering relative importance of attribute. Finally, an 
example is advanced to illustrate our model. 

2. Preliminaries 

The rough set theory, firstly introduced by Pawlak in 
1982, is a valuable mathematical tool for dealing with 
vagueness and uncertainty [10,11]. A rough set is a for- 
mal approximation of a crisp set (i.e., conventional set) 
in terms of a pair of sets which give the lower and the 
upper approximation of the original set. 

Let  , I U A  be an information system (attribute- 
value system), where U is a non-empty set of finite ob- 
jects (the universe) and A is a non-empty, finite set of 
attributes such that  for every . a  is 
the set of values that attribute a may take. The informa- 
tion table assigns a value 

: aa U V a A V

 a x  from aV  to each at- 
tribute a and object x in the universe U. With any 

 there is an associated equivalence relation 
IND(P): 
P  A

        2, ,IND P x y U a P a x a y        (1) 

The relation IND(P) is called a P-indiscernibility rela-
tion. The partition of U is a family of all equivalence 
classes of IND(P) and is denoted by  U IND P  (or 
U P ). If   , x y IND P , then x and y are indiscerni-
ble (or indistinguishable) by attributes from P. 

Let X U  be a target set that we wish to represent 
using attribute subset P; that is, we are told that an 
arbitrary set of objects X comprises a single class, and we 
wish to express this class (i.e., this subset) using the 
equivalence classes induced by attribute P. 

However, the target set X can be approximated using 
only the information contained within P by constructing 
the P-lower and P-upper approximations of X: 

     ,
P P

PX x x X PX x x X      (2) 

The P-lower approximation, or positive region, is the 
union of all equivalence classes in  P

x  which are con-
tained by (i.e., are subsets of) the target set. The lower 
approximation is the complete set of objects in U P  
that can be positively (i.e., unambiguously) classified as 
belonging to target set X. 

The P-upper approximation is the union of all equi- 
valence classes in  P

x  which have non-empty intersec- 
tion with the target set. The upper approximation is the 
complete set of objects that in U P  that cannot be 
positively (i.e., unambiguously) classified as belonging 
to the complement ( X ) of the target set X. In other 
words, the upper approximation is the complete set of 
objects that are p. 

In summary, the lower approximation of a target set is 
a conservative approximation consisting of only those 
objects which can positively be identified as members of 
the set. (These objects have no indiscernible “clones” 
which are excluded by the target set.) The upper approxi- 
mation is a liberal approximation which includes all ob- 
jects that might be members of target set. (Some objects 
in the upper approximation may not be members of the 
target set.) From the perspective of U P , the lower ap- 
proximation contains objects that are members of the 
target set with certainty (probability = 1), while the upper 
approximation contains objects that are members of the 
target set with non-zero probability (probability > 0). 

An interesting question is whether there are attributes 
in the information system (attribute-value table) which 
are more important to the knowledge represented in the 
equivalence class structure than other attributes. Often, 
we wonder whether there is a subset of attributes which 
can, by itself, fully characterize the knowledge in the 
database; such an attribute set is called a reduct. 

Formally, a reduct is a subset of attributes  
such that 

RED P

1)    RED P
x x , that is, the equivalence classes in- 

duced by the reduced attribute set RED are the same as 
the equivalence class structure induced by the full attrib- 
ute set P. 

2) the attribute set RED is minimal, in the sense that 
      RED a P
x x


 for any attribute ; in other 

words, no attribute can be removed from set RED with-
out changing the equivalence classes 

a RED

 P
x . 

A reduct can be thought of as a sufficient set of fea- 
tures—sufficient, that is, to represent the category struc- 
ture. 

One of the most important aspects of database analysis 
or data acquisition is the discovery of attribute depend- 
encies; that is, we wish to discover which variables are 
strongly related to which other variables. Generally, it is 
these strong relationships that will warrant further inves- 
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tigation, and that will ultimately be of use in predictive 
modeling. 

In rough set theory, the notion of dependency is de- 
fined very simply. Let us take two (disjoint) sets of at- 
tributes, set P and set Q, and inquire what degree of de- 
pendency obtains between them. Each attribute set in- 
duces an (indiscernibility) equivalence class structure,  
the equivalence classes induced by P given by  P

x , and 

the equivalence classes induced by Q given by  Qx . 

Let    1 2, , , NQ
x Q Q Q  , where iQ  is a given 

equivalence class from the equivalence-class structure 
induced by attribute set Q. Then, the dependency of at-
tribute set Q on attribute set P, , is given by  P Q

  1 1
N

ii
P

PQ
Q

U
  

            (3) 

That is, for each equivalence class i  in Q  Qx , we 
add up the size of its lower approximation by the attrib- 
utes in P, i.e., iPQ . This approximation (as above, for 
arbitrary set X) is the number of objects which on attrib- 
ute set P can be positively identified as belonging to tar- 
get set i . Added across all equivalence classes in Q  Qx , 
the numerator above represents the total number of ob- 
jects which—based on attribute set P—can be positively 
categorized according to the classification induced by 
attributes Q. The dependency ratio therefore expresses 
the proportion (within the entire universe) of such classi- 
fiable objects. The dependency P  “can be inter- 
preted as a proportion of such objects in the information 
system for which it suffices to know the values of attrib- 
utes in P to determine the values of attributes in Q”. 

Q 

Another, intuitive, way to consider dependency is to 
take the partition induced by Q as the target class C, and 
consider P as the attribute set we wish to use in order to 
“reconstruct” the target class C. If P can completely re- 
construct C, then Q depends totally upon P; if P results 
in a poor and perhaps a random reconstruction of C, then 
Q does not depend upon P at all. 

Thus, this measure of dependency expresses the degree 
of functional (i.e., deterministic) dependency of attribute 
set Q on attribute set P; it is not symmetric. The rela- 
tionship of this notion of attribute dependency to more 
traditional information-theoretic (i.e., entropic) notions 
of attribute dependence has been discussed in a number 
of sources. 

The dependency of attribute set Q on attribute set P 
also be named as the relative importance (with decision 
attribute d). 

3. Decision Making Model 

Multi-attribute decision making (MADM) provides a 
structured approach to decision making. MADM ap- 

proach requires that the selection be made among deci- 
sion alternatives described by their attributes. It assumes 
that the problem has predetermined number of decision 
alternatives. 

There are three generic types of MADM problems as 
follows: 

1) Selection: Given a set of decision alternatives, the 
selection task involves finding the alternative (or alterna- 
tives) judged by the decision maker as the most satisfy- 
ing. 

2) Sorting: It consists of assigning each alternative to 
one of the predefined criteria. Assignment is often based 
on relative differences of decision alternatives along a 
criterion. 

3) Ranking: It involves establishing a preference pre- 
order on the set of decision alternatives. The pre-order 
represents a priority list of the alternatives. 

All the three types of MADM problems have been re- 
searched by many universities and research institutes. 
However, most MADM models almost neglected uncer- 
tainty or missing values in decision alternatives, which 
are impact on selection, sorting and ranking. 

Here we propose a MADM model to overcome above 
disadvantages. Selection, sorting and ranking of MADM 
problems are the same fundamental principles and they 
are just have different application. So we choose selec- 
tion of MADM problems as an example to illustrate how 
to deal with uncertainty or missing values in decision 
alternatives. 

Let support that the decision making system is a com- 
plete information system. A complete information system 
means all decision rules can be found in the rule table. 
We consider mismatched values in decision alternatives 
and construct a new MADM model. The steps of deci- 
sion making are as follows. 

Step 1: Obtain information table (information matrix) 
according to problems described. 

Step 2: Obtain decision table from information table 
by computing weights and RED in rough set theory. 

Step 3: Reduce attributes values to obtain clear deci- 
sion table. 

Step 4: Extract decision rules and computer their con- 
fidence degree, coverage degree and support degree. 
Every rule denotes an alternative. 

Step 5: Compare a new problem with alternatives and 
judge through confidence degree, coverage degree and 
support degree. 

4. Example 

Suppose Table 1 is an information system, which c1, c2, 
c3, c4, c5, c6, c7, c8 are conditional attributes and d is 
decisional attribute [14]. 

For rough set cannot deal with continuous attribute 
values, we discrete continuous attribute values follow 
with rules in Table 2. Table 3 is information system  
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Table 1. Information system. 

U c1 c2 c3 c4 c5 c6 c7 c8 d 

1 15 4 5 239 34 4 6 7 d1

2 1 1 1 600 70 38 15 13 d1

3 6 0 3 145 13 3 1 4 d1

4 0 1 0 138 16 3 1 3 d1

5 0 0 0 580 90 25 6 12 d1

6 1 0 1 398 35 7 1 5 d1

7 2 1 6 125 3 1 0 1 d1

8 0 0 0 160 30 5 3 8 d1

9 1 1 1 50 60 5 3 2 d2

10 0 0 1 121 81 5 4 6 d2

11 0 0 0 120 78 3 1 5 d2

12 0 0 0 150 60 4 1 7 d2

13 0 0 0 35 43 3 1 6 d2

14 0 1 0 56 50 3 1 5 d2

15 0 0 0 30 48 4 1 5 d2

16 0 0 0 220 80 4 5 5 d2

17 0 40 4 60 1 4 5 1 d3

18 1 44 0 55 2 3 2 2 d3

19 5 30 9 52 1 2 1 1 d3

20 0 36 3 99 2 1 1 2 d3

21 2 40 3 59 9 3 4 3 d3

22 2 60 2 66 6 2 1 3 d3

23 10 70 6 67 4 6 10 1 d3

24 26 28 35 150 75 30 12 16 d4

25 10 25 30 120 65 14 10 5 d4

26 28 40 33 142 75 35 22 15 d4

27 20 29 23 200 60 34 25 16 d4

28 0 0 0 68 5 1 0 0 d5

29 0 0 0 62 6 0 0 0 d5

30 0 0 0 54 3 1 0 0 d5

 
Table 2. Discretization rule. 

 0 1 2 

c1 [0, 10) [10, 20] (20, +∞) 

c2 [0, 25) [25, 50] (50, +∞) 

c3 [0, 5) [5, 10] (10, +∞) 

c4 [0, 120) [120, 240] (240, +∞) 

c5 [0, 30) [30, 60] (60, +∞) 

c6 [0, 10) [10, 20] (20, +∞) 

c7 [0, 6) [6, 12] (12, +∞) 

c8 [0, 5) [5, 10] (10, +∞) 

 
after discretization. 

Table 4 is information system after reduction, which is 
named decision table. 

Table 5 is rules extracted from decision table. 
Let support that the decision making system is a com- 

plete information system. A complete information system 
means all decision rules can be found in the rule table. 

Table 3. Information system after discretization. 

U k c1 c2 c3 c4 c5 c6 c7 c8 d

1 1 1 0 1 1 1 0 1 1 d1

2, 5 2 0 0 0 2 2 2 1 2 d1

3, 4 2 0 0 0 1 0 0 0 0 d1

6 1 0 0 0 2 1 0 0 1 d1

7 1 0 0 1 1 0 0 0 0 d1

8 1 0 0 0 1 1 0 0 1 d1

9 1 0 0 0 0 1 0 0 0 d2

10, 11 2 0 0 0 1 2 0 0 1 d2

12 1 0 0 0 1 1 0 0 1 d2

13, 14, 15 3 0 0 0 0 1 0 0 1 d2

16 1 0 0 0 1 2 0 0 1 d2

17, 18, 20, 21 4 0 1 0 0 0 0 0 0 d3

19 1 0 1 1 0 0 0 0 0 d3

22 1 0 2 0 0 0 0 0 0 d3

23 1 1 2 1 0 0 0 1 0 d3

24 1 2 1 2 1 2 2 1 2 d4

25 1 1 1 2 1 2 1 1 1 d4

26 1 2 1 2 1 2 2 2 2 d4

27 1 1 1 2 1 1 2 2 2 d4

2, 29, 30 3 0 0 0 0 0 0 0 0 d5

 
Table 4. Decision table. 

u k c1 c2 c4 c5 d 

1 1 1 0 1 1 d1 

2, 5 2 0 0 2 2 d1 

3, 4, 7 3 0 0 1 0 d1 

6 1 0 0 2 1 d1 

8 1 0 0 1 1 d1 

9, 13 - 15 4 0 0 0 1 d2 

10, 11, 16 3 0 0 1 2 d2 

12 1 0 0 1 1 d2 

17 - 21 5 0 1 0 0 d3 

22 1 0 2 0 0 d3 

23 1 1 2 0 0 d3 

24, 26 2 2 1 1 2 d4 

25 1 1 1 1 2 d4 

27 1 1 1 1 1 d4 

28 - 30 3 0 0 0 0 d5 

 
In completed information system, confidence degree is 

a very important concept. Based on confidence degree, 
we know “c1 = 0, c2 = 0, c4 = 1, c5 = 1 → d = d1” and 
“C1 = 0, c2 = 0, c4 = 1, c5 = 1 → d = d2” are two ap-
parently contradictory statements. “c1 = 0, c2 = 0, c4 = 1, 
c5 = 1 → d = d1” and “c1 = 0, c2 = 0, c4 = 1, c5 = 1 → d 
= d2” should be ignored. 

Then compare new problem with rules. 
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