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ABSTRACT 

The results of the direct numerical integration of the Navier-Stokes equations are evaluated against experimental data 
for problem on a flow around bluff bodies in an unstable regime. Experiment records several stable medium states for 
flow past a body. Evolution of each of these states, after losing the stability, inevitably goes by periodic vortex shedding 
modes. Calculations based on the Navier-Stokes equations satisfactorily reproduced all observed stable medium states. 
They were, however, incapable of reproducing any of a vortex shedding modes recorded experimentally. The solutions 
to the classic hydrodynamics equations successfully reach the boundary of instability field. However, classic solutions 
are unable to cross this boundary. Most likely, the reason for this is the Navier-Stokes equations themselves. The classic 
hydrodynamics equations directly follow from the Boltzmann equation and naturally contain the error involved in the 
derivation of classic kinetic equation. Just the Boltzmann hypothesis, which closed kinetic equation, allowed us to con- 
struct classic hydrodynamics on only three lower principal hydrodynamic values. The use of the Boltzmann hypothesis 
excludes higher principal hydrodynamic values from the participation in the formation of classic hydrodynamics equa- 
tions. The multimoment hydrodynamics equations are constructed using seven lower principal hydrodynamic values. 
The numerical integration of the multimoment hydrodynamics equations in the problem on flow around a sphere shows 
that the solutions to these equations cross the boundary and enter the instability field. The boundary crossing is accom- 
panied by appearance of very uncommon acts in scenario of system evolution. 
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1. Introduction 

The possibility to interpret unstable phenomena becomes 
very topical. In particular, the reason is conditioned by 
visualized increase in the intensity of disasters in nature. 
Experiment expects that the phenomenon of vortex shed- 
ding is the example of unstable process. Vortex shedding 
behind bluff bodies has been studied systematically at 
least since the days of Strouhal. Vortex shedding is well- 
defined instability development regime, which is fairly 
extended along the Reynolds scale. Sometimes, the phe- 
nomenon of vortex shedding is called the von Karman 
instability. Sometimes, the phenomenon is called the 
Kelvin-Helmholtz instability. However, the study of evo- 
lution of solution, after losing the stability, by means of 
direct numerical integration of the Navier-Stokes equa- 
tions became feasible comparatively recently. 

The phenomenon of vortex shedding behind bluff bod- 
ies is taken for evaluation of the results of direct numeri- 
cal integration of the Navier-Stokes equations against 
experimental data [1,2]. In Section 2, the analysis of nu- 
merous divergences between the results of numerical  

integration of the Navier-Stokes equations and the ex- 
periment is given. The analysis is accompanied by cor- 
responding conclusions. In Section 3, the concepts that 
lie in foundation of the multimoment hydrodynamics [3] 
are discussed. The characteristic features of unstable so- 
lution to the multimoment hydrodynamics equations in 
the problem on flow around a sphere [4,5] are considered. 

2. Evaluating the Results of Numerical 
Integration against Experiment 

In each of the problems on flow around a bluff bodies 
experiment records several independent directions of 
instability development. For 3D flow past a sphere ex- 
periment records three stable medium states. The 

 0
exp
sU x  stable stationary flow consists of an axisym- 

metric toroidal recirculating zone in the near wake, 
which originates a single rectilinear thread in the far 
wake, see Figure 1(g) in [6]. The  stable non- 
axisymmetric flow consists of two weakly asymmetric 
halves in the near wake, which originate two rectilinear 
threads in the far wake, see Figure 12(a) in [7]. The 

 1
exp
sU x
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2 ,exp
s tU x  central-type stable state is characterized by 

periodic restructuring in the near non-axisymmetric wake, 
which causes wavy motion in the far wake without vor- 
tex shedding, see Figure 12(b) in [7]. 

 

Each of these three states, ,  0
exp
sU x  1

exp
sU x , and 

, after losing the stability, starts to evolve in its 
own direction qualitatively different from the others [2]. 
These directions are schematically shown by three hori- 
zontal branches in Figure 1. Instability begins to develop 
upon the attainment of critical Reynolds number values, 

 and , respectively. Instability develop- 
ment inevitably involves periodic vortex shedding modes. 
Each of the three turbulence development directions has 
vortex shedding features of its own only characteristic of 
the given direction. No matter what direction is selected 
by experiments, periodic vortex shedding is, however, an 
unavoidable, well-defined instability-development mode.  

2 ,exp
s tU

* *
0 1Re , Re ,

,exp
s tQ

 ,exp
s tQ x

x



x

*
2Re

Figure 1. Three stable medium states originating three tur-
bulence development directions for flow past a sphere. The 
lower branch corresponds to the evolution of stationary 
axisymmetric flow  exp

sU x0 :  exp
sU x*

0 0Re Re  ;  

, periodic pulsations of the axisymmetric 

recirculating zone in the wake behind a sphere 

*
0Re Re Re  **

0

 exp
sV t x0 , ,

x

 

see Figure 1(h) in [6]; , vortex ring shed-

ding along a spiral path , see Figure 2(a) in [10]; 

and , helicoidal vortex sheet , see Fig-

ure 2(b) in [10]. The middle branch corresponds to the evo-
lution of stable steady nonaxisymmetric flow 

**Re
ex
s0

***
0 0Re Re 

 pW t x,

exp
sQ t0 ,***

0Re Re

 exp
sU x1 : 

 exp
sU x1

*
1 1Re Re Re   ; , periodic horse-

shoe-shaped vortex loop shedding along a rectilinear path 

*
1Re Re

 exp
sV t x1 , , see Figure 6 in [9]. The upper branch corre-

sponds to the evolution of a stable central-type state 

 exp
sU x2 Re: ; , 

periodic horseshoe-shaped vortex loop shedding along one 
of the double undulated thread branches 

 2
exp
sU t x, Re*

2 2Re Re  * *
2 2Re Re 

After the attainment of a certain critical Reynolds 
number value 2 , the  one-periodic 
vortex loop street appears in the wake behind a sphere, 
the upper branch in Figure 1. The periphery of the recir- 
culating zone is periodically detached from the core and 
moves downstream in the form of hairpin vortex loop. 
The vortex loops move uniformly along one of the paths 
of the double undulated thread, which forms the far wake 
[7]. According to experiment, two vortex shedding 
modes existed at . In the  two- 
periodic mode, hairpin vortex loops are shed, whereas 
the 2  two-periodic mode is characterized by 
vortex ring shedding. As with , the 

2  
vortex rings are alternately shed from two 

symmetry related recirculating zone points and rush 
downstream along different double undulated thread 
paths [7,8], the upper branch in Figure 1. 

*
2Re Re

Re R

x

2 ,exp
s tV x

2
ex

s

2
exp

sW

**
2e  ,p tW

 ,t x


 *

 x,exp
sV t2

**
2Re

, see 

Figure 7(a,i) in [7]; and , periodic vortex loop 

shedding along both double undulated thread branches 

Re

 exp
sW t x2 , , see Figure 4 in [8] and Figure 7(a,iii) in [7], or 

periodic vortex ring shedding , see Figure 6 in 

[8]. 

 exp
sQ t x2 ,

Above some critical  value, the *
1Re  1

exp
sU x

1 ,exp
s tV

 flow 
loses stability, the middle branch in Figure 1. The pe- 
riphery of the recirculating zone of the  one- 
periodic flow separates from its core and moves down- 
stream along one of the double rectilinear thread paths in 
the form of hairpin vortex loop [9]. 

x

 
After the attainment of a certain critical Reynolds 

number  the  toroidal recirculating zone 
in the near wake behind a sphere begins to pulsate peri- 
odically, the lower branch in Figure 1. The frequency of 
pulsations is anomalously low. The 

 
pulsat- 

ing flow remains axisymmetric [6,10]. After the passage 
of , vortex rings depart from a sphere downstream 
and move along the spiral path, that is, the 

*
0

For 2D flow past a circular cylinder experiment re- 
cords two stable medium states. The  0

exp
cU x

 2 ,exp tU x

 stable 
stationary flow is characterized by axisymmetric recircu- 
lating zone in the near wake. The  central- 
type stable state is characterized by periodic restructuring 
in the near nonaxisymmetric wake without vortex shed- 
ding. Experiment finds at least two independent direc- 
tions of instability development. Vortex shedding along 
each of the two directions,  and 

c

 x0
exp

cV  ,tV x2
exp

c  
[11,12], is characterized by its own characteristic features 
intrinsic in it. 

 0
exp
sU x

0 ,exp
s tV x

Re

**
0Re



 ,p tW x

x

0
ex

s

 ,exp
s tQ

 
one-periodic flow becomes nonaxisymmetric [10]. The 
attainment of 0  is accompanied by a change in the 
regime of vortex shedding from a sphere. Vortex rings 
penetrate into each other and form the 0  two- 
periodic continuous spiral sheet in the wake behind a 
sphere [10], the lower branch in Figure 1. 

***Re

Evaluating the results of the direct numerical integra- 
tion of the Navier-Stokes equations against experiment 
for unstable flows became feasible only recent twenty- 
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five years, thanks to the vigorous development of com- 
puter facilities. As distinct from the earlier studies, the 
direct numerical integrations of the Navier-Stokes equa- 
tions performed recently directly reproduce unstable flow 
conditions without artificially introducing non-stationary 
features into the stationary problem. Under artificial 
modeling a problem with time independent boundary 
conditions after stability loss is substituted by non-sta- 
tionary stable problem [13,14]. Such substitution is need 
of initial conditions for non-stationary problem. The ini- 
tial conditions consist of a solution for a fully developed 
vortex-shedding flow field. It is necessary to attract ex- 
perimental data to construct such conditions. In particular, 
experiment must give eddy sizes and eddy positions in 
space, initial eddy velocities and vortex shedding fre- 
quency, beginning and completion of vortex shedding 
process at the Reynolds scale. To summarize, such mod- 
eling draws a picture of eddies movement. It is incapable 
of showing the direction of instability development. 

Under the linear analysis of stability, the Navier- 
Stokes equations are linearized for small hydrodynamic 
values perturbations. Perturbations are expanded in Fou- 
rier series in time [15,16]. The linear character of studies 
does not allow evolution calculations to be extended to 
long times. That is, the linear analysis is incapable of 
defining the final stable saturated state. However, the 
linear analysis predicts characteristics of final solution, in 
particular, the oscillation frequencies around a stable 
position. 

The direct numerical integration of the Navier-Stokes 
equations gives three stable solutions for flow around a 
sphere, , , and . These so- 
lutions reproduced three stable flows observed experi- 
mentally, 0 , , and , corre- 
spondently. In all calculations without exception per- 
formed by the direct numerical integration of the Navier- 
Stokes equations, instability development occurs in strict 
correspondence to classic Landau-Hopf scenario [17]. 
The calculation leads the instability development process 
in the direction given by dashed slanting line in Figure 1. 
The  solution, when loses stability, experiences 
bifurcation to the U olution (regular bifurcation),
and the 1

cal
sU x on after stability loss experiences 

bifurcation to the  2 ,cal
s tU x  ycle (Hopf bi- 

furcation). The  2 ,cal
s tU x  oses stability to be 

replaced by the  3 ,cal
s tU x chao n [18-21]. 

The di

 0
cal
sU x

exp
sU x

 0
cal
sU x

  

rect num

 1
cal
sU x

 1
exp
sU

 1
cal
s x  

soluti

erical inte

2 ,cal
s tU x

2 ,exp
s tU

iting c
n l

tic solutio
on of the Na





 

lim
tio

ti Stokes 
eq

x

s

solu

gra

x

vier-
uations gives two stable solutions for flow around a 

cylinder,  0
cal
cU x  and  2 ,cal

c tU x . These solutions re- 
produced ble flo rved experimentally, 

 0
exp
cU x  and  2 ,exp

c tU x , correspondently. In accor- 
ith Landa  scenario, the 

two sta

u

ws obse

pfdance w -Ho  0
cal
cU x  solu- 

tion, when loses stability, experiences bifu o the 
 2 ,cal

c tU x  limiting cycle. The  2 ,cal
c tU x  solution loses  

o be replaced by the   chaotic solu- 

rcation t

stability t x

rcation of a stationary state after stability loss 
to

3 ,cal
c tU

tion [22]. 
The bifu
 a limiting cycle is represented in Figure 2. The Figure 

2 was drawn for a flat plate [23]. Later, qualitatively 
analogous pictures were drawn for different bluff bodies 
[24]. The Figure 2 gives the temporal development of 
the A  absolute value of the velocity disturbance am- 
plitu  at an isolated point in the wake of a bluff body. 
After the attainment of the time moment 0t

de
  lower 

solution loses its stability. They are the  0
l

lution 

ca
cU x  solu- 

tion for a cylinder and the  1
cal
sU x  for a 

sphere. By the time moment t easing of distur- 
bances results in saturation of a new stable solution, 
namely, the non-stationary periodic limiting cycle. They 
are the 

so

2t  incr

 2 ,cal
c tU x  solution for a cylinder and the 

 2 ,cal
s tU x for a sphere. In accordance with 

[23], unstable regime is placed within the time 
interval between 0t

 solution 
definition 

  and 2t t . So, unstable regime 
is limited at time. e contrary, the visualized process 
of vortex shedding is not limited at time. That is, experi- 
ment records a vortex street as long as investigator wants. 
Moreover, unstable regime, Figure 2, is not a periodic 
one, because the A disturbance amplitude grows. As a 
result, time limited non-periodic unstable regime can not 
be put in correspondence to strictly periodic phenomenon 
of vortex shedding which has no time frameworks. So, 
classic hydrodynamics is incapable to come up the ex- 
pectations of experiment on unstable nature of vortex 
shedding phenomenon. 

The classic calculatio

On th

n can put only stable solution in 
correspondence to vortex shedding phenomenon. As 
noted above, the classic hydrodynamics equations in 
problem on flow past a sphere have four solutions, 

 0
cal
sU x ,  1

cal
sU x ,  2 ,cal

s tU x  and  3 ,cal
s tU x . And 

r m e ten odes, these fou solutions ust describ observed m
 0

exp
sU x ,  0 ,exp

s tV x ,  0 ,exp
s tW x  and  0 ,exp

s tQ x ; 
 

 

Figure 2. The temporal development of the absolute value of 
the velocity disturbance amplitude A: 0 < t < t1- exponential 
growth; t1 < t < t2- onset of nonlinearity; t > t2- saturation 
state. Figure 2 was drawn using the data from [23]. 
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 1
exp
sU x  and  1 ,exp

s tV x ;  2 ,exp
s tU x ,  2 ,exp

s tV x ,  
 ,exp tW x  and  expQ x . The  ,cal tU x  so2s

that succee

l

2s

 2 ,cal
s tU x

aotic in essen

,t 3

ode

e to corr

s lution 
th od m  muds e  one-peri s lti- 

periodic, that is, ch ce. Attempts at correlat- 
ing the  3 ,cal

s tU x  mode with the observed strictly pe- 
riodic vortex shedding modes seem to have no prospects. 
The 0

ca
sU x  solution and the  1

cal
sU x  solution are 

stationary. That is why, the  2 ,cal
s tU x  limiting cycle is 

the only case where it is possibl elate the ob- 
served vortex shedding from a sphere to calculation re- 
sults. 

Let two experimental modes have pretensions to be 
described

 i

re. 

 

 by the 2 ,s tU x  limiting cycle. They are the 
 2 ,exp

s tU x  central-type stable state, which characterizes 
itself by wavy motion in the far wake without vortex 
shedding, and the  2 ,exp

s tV x  one-period vortex shed- 
ding mode, which manifests itself as a vortex loop street. 
Then, the 2 ,exp

s tU x  central-type state does not stand 
out as a separate regime when the experimental data are 
interpreted in [18-21]. The  2 ,exp

s tU x  central-type re- 
gime is combined with the  expV x  regime of peri- 
odic vortex shedding from a sphe According to 
[18-21], vortex shedding does occur over the Reynolds 
number range *

2 2Re Re Re  , but its manifestations are 
exceedingly indistinct; the intensity of vortex shedding 
monotonically increases as Re grows. Earlier, this point 
of view was formulated in [25]. An attempt was made 
[18-21] to put the flow picture representing the 

 2 ,cal
s tU x  limiting process in correspondence with the 

observed  2 ,exp
s tV x  periodic vortex shedding combined 

with the  exp ral-type mode. 
Attempts at co ing the  2 ,cal

s tU x  solution with 
observed edding modes initially seem

 cal



U x  cent
rrelat

2 ,s t

2 ,s t

vortex sh  to have 
no prospects. The reasons are as follows. First, the sug-
gestion of a monotonic increase in the intensity of vortex 
shedding [18-21] is at variance with experiment (see Fig-
ures 12(b)-12(d) in [7]). According to Figure 12(c) from 
[7], the vortex structure appears in the wake suddenly 
and is fairly well defined starting with the moment of its 
origination. Secondly, in accordance with calculations, 
the  3 ,cal

s tU x  chaotic solution replaces the  2 ,cal
s tU x  

solution after the attainment of the Reynolds number 
value approximately equals to 500 [21]. However, in 
accordance with experiment, periodic vortex shedding is 
a well-defined mode, which is fairly extended along the 
Reynolds scale. In the experiments when a sphere was 
towed through an unperturbed medium vortex shedding 
was observed over the whole range of Reynolds numbers 
studied, up to Re = 30000 [10]. i.e., calculation predicts 
the early transition to chaos. This prediction is, however, 
at variance with experiment. Thirdly, three regimes of 
the six vortex shedding regimes actually observed are the 
one-period modes. These include  0 ,exp

s tW x ,  
 1 ,exp

s tV x , and  2 ,exp
s tV x  regimes. Three regimes of 

vortex shedding are the two-period hese

 

 modes. T  include 
 0 ,exp

s tQ x  ,t ,

ved two-

2
exp

sW x nd  2 ,exp
s tQ x  regimes. At- ,  a

tempts at correlating the one-period  2 ,cal
s tU x  solution 

bser period v dding regimes 
seem to have no prospects. And at l
with the o ortex she

ast, the  2 ,cal
s t  

solution must be put in correspondence to several modes 
of vortex shedding simultaneously. For exampl  

***
0Re Re , experiment records four different regimes of 

vortex shedding: the  0 ,exp
s tQ x  mode at the lower 

 

U x

e, at some

branch, the  1 ,exp
s tV x  mode at the middle branch, the 

 2 ,exp
s tW x  and the    

ng

2Q x modes at the upper 
branch, Figu ver, the only  2 ,cal

s tU x  solu- 
apable of re  four different modes 

simultaneously. 
The streamline flow pictures for every quarter of the 

period of oscillat

,exp
s t

produci
re 1. Howe

tion is inc

ions (Figure 25 in [20]) give an idea of 
the total period of recirculating zone oscillations in the 

 2 ,cal
s tU x  wake behind a sphere after the passage of the 

*
2Re  critical value. A detailed examination of these flow 

as executed in [2,20]. To summarize, after the 
arance in the wake behind a sphere, the size of the 

vortex structure becomes substantial at the surface of the 
sphere. Subsequently, the structure moves toward the 
periphery of the recirculating zone, which is accompa- 
nied by its continuous dissipation. Lastly, it fully disap- 
pears at the periphery of the recirculating zone. 

This picture is qualitatively different from the ob- 
served full period of oscillation of the recirculat

pictures w
appe

ing zone. 
As in calculations, the experimental vortex structure en- 
gendered begins to expand and move downstream. After 
reaching the periphery of the recirculating zone, this 
vortex structure, however, acquires a maximum size 
rather than dissipates as predicted by calculations. At the 
end of the period, the vortex localized at the periphery of 
the recirculating zone separates from this zone. The 
separation of the shed vortex from the recirculating zone 
is very clearly shown in Figure 40 in [20]. The periphery 
of the recirculating zone, which is periodically shed from 
the recirculating zone, rushes downstream and forms a 
vortex street  2 ,exp

s tV x  (Figure 7(a,i) in [7]).  
Because of the absence of the detachment of the recir- 

culating zone  in Figure 25 in the ca periphery lculation 
[20], there is no vortex loop street in the wake behind a 
sphere. This is an essential difference between calcula- 
tion and experiment. Analyzed Figure 25 from [20], the 
authors confirmed the disappearance of the vortex struc- 
ture at the periphery of the recirculating zone. They note 
that the vortex structure “loses its spiral shape” at the 
periphery of the recirculating zone. 

So, combining of the  2 ,exp
s tU x  and the  2 ,exp

s tV x  
did not give the desired result, because it di
th

d not allow 
e calculated  2 ,cal

s tU x  be put in c  
dence to the observed  2 ,exp

s tV x  vortex shedding mode. 
Indeed, the calc  2 ,cal

s t x  limiting cycle satis- 

mode to 

U

orrespon-

ulated 
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factorily reproduces  central-type position 
 2 ,exp

s tU x  at *
2Re Re  es a complete failure 
the stable

but prov
when attempts are made to reproduce the  2 ,exp

s tV x  
dding  *

2Re Re  [18-21].  
The  2 ,cal

s tU x  wake behind a sphere is draw  
both by streamline flow nd by streak

vortex she  mode at
n in [20]

pictures a line flow 
pictures. On the 

 discover the evident absence of a vortex street 
in

eakline curves and vor- 
tic

ly this 

space regions 

. The study performed in [28] showed that the 

flow pictures presented by streaklines, 
the lines having a form of hairpin vortices appear in near 
wake behind a sphere. However, a vortex street is absent 
too in the far wake on flow pictures presented by streak- 
lines. 

The authors of all the numerical experiments without 
exception

 the wake behind different bluff bodies on flow pictures. 
Numerical simulations were performed both for 2D and 
for 3D problems on flow around a circular cylinder and a 
flat plate, around a sphere and a disk, and so on. How- 
ever, passed years gave no numerical experiments in 
which stability loss results in a periodic vortex shedding 
mode. Then, the conclusion of agreement between cal- 
culation and experiment is based in early direct numeri- 
cal simulations on a comparison of the calculated vortic- 
ity distributions with visual observation results [18,21]. 
However, even insignificant twist in a streamline can 
create closed curves in the vorticity distribution pictures. 
And, really, the comparison of streamline flow pictures 
with the vorticity distributions (Figures 25 and 29 in [20]) 
shows that closed curves in the vorticity pictures corre- 
spond to wavy motion in the far wake behind a sphere 
rather than vortex structures. So, there is no reason at all 
for identifying the closed vorticity distribution curves in 
the wake with vortex structures. 

That is why, Johnson and Patel [20] do not confine to 
drawing of streamline curves, str

ity distribution curves. To interpret the obvious con- 
tradiction between the observed vortex shedding and 
calculation results they put the regions of the supposed 
existence of vortex structures  2 ,t x  in correspon- 
dence to the observed vortex shedding. The latter direct 
numerical simulations select name way to interpret 
the discrepancies between calculation and experiment 
[26,27]. The sense is that both calculated and experi- 
mental flow pictures are known to change qualitatively 
depending on the system of coordinates used to observe 
or calculate flows. Flow pictures represented by stream- 
lines are not invariant with respect to the Galilean trans- 
formation. Vortex structures can be absent in a certain 
system and well defined in another. It follows that the 
uniform motion of a coordinate system can mask the 
vortex structure which, in reality, exists. 

Taking this into consideration, Jeong and Hussian de- 
veloped a method for distinguishing 

 2 ,t x  in which vortex structures can hypothetically 
exist [28]

 2 ,t x  regions were indeed capable of predicting the 
of vortex structures in space. These predictions 

are, however, fairly approximate. 
ly, streamline flow pictures can contain regions 

with vortex structures that are undetectable by the Jeong- 
Hussian method. Conversely, this

position 

Name

reg
 method can show the 

ions of existence for vortex structures where, accord- 
ing to the streamline flow pictures, vortex structures are 
absent. Moreover, the Jeong-Hussian method outlines the 

 2 ,t x  contours of the supposed existence of vortex 
structures but does not indicate the particular coordinate 
system in which these vortex structures are to be sought. 

ng-Hussian method cannot be used to correct 
flow pictures. On the contrary, the correctness of this 
method is evaluated by comparing the hypothetical re- 
gions where vortex structures with calculated flow pic- 
tures exist. 

Once more, the Jeong-Hussian method [28] outlines 
only the boundaries of the  2 ,t x  regions. The boun- 
daries of the

The Jeo

 2 ,t x  re ery widespread, be- gions are v

ind a 

 
cause vortex structures from all the reference systems 
without exception must f place within these 

 2 ,t x  regio method is incapable of penetrating 
the 

ns. The 
 2 ,t x  region. As a consequence, the method is 

incapable of revealing the presence or the absence of 
tructure within the  2 ,t x  region. Neverthe- 

less, boundaries of the  2 ,t x  regions are put 
in correspondence to observed vortex structures. The 
ideas of appearance of vortex res are based on the 
appearance of boundaries of th 2 x  regions. The 
ideas of temporal evolution of vortex structures are based 
on temporal evolution of boundaries of the 

vortex s
 namely 

 structu
e   ,t

 2 ,t x  
regions too. 

The  2 ,t x  region of the supposed existence of 
vortex structures represented in Figure 31 from [20] - 
tends in the w

 ex
behind a sphere to distances much lar- 

ure 

ssibly, the flow picture calcu e 

ake 
 the sph

oe

ge n

 d

o
sy

r tha ere diameter. However, in the sphere- 
fixed 0Ref  coordinate system the calculation does not 
find any vortex structures within the  2 ,t x  region 
(Figure 25 in [20]). To summarize, the  2 ,t x  region 
pattern s not remove the discrepancy between the 
streamline flow picture calculated in th system 
of coordinates and the flow picture obser e same 
system. Really, the experiment records the hairpin vortex 
shedding in the wake behind a sphere (Fig 7(a,i) in 
[7]). The streamline flow picture draws the periodic re- 
structuring in the near wake, which causes wavy motion 
in the far wake without vortex shedding (Figure 25 in 
[20]). 

There may exist such reference system 1Ref  in which 
the vortex shedding appears in the calculated flow pic- 
ture. P

e 0Ref  
ved in th

lated in th 1

stem will be identical to the photographs of the flow 
obtained in the same 1Ref  system. Today, calculation 

Ref  
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does not discover such reference system 1Ref . 
The possibilities of variation the boundary and initial 

conditions of calculatio  bring it in strict correspon- 
dence to the experimental boundary and i

 

ns to
al conditions 

ar
niti

e not very narrowly, the possibilities of perfecting the 
numerical procedure applied in recent simulations are 
boundless. Nevertheless, there are almost no prospects 
for a cardinal change in the calculated flow pictures [2]. 
It is therefore very improbable that the instability devel- 
opment direction calculated in [15,16,18-21] can change 
and new solutions to the Navier-Stokes equations other 
than  0

cal
sU x ,  1

cal
sU x ,  2 ,cal

s tU x , and  3 ,cal
s tU x  

can appear. 
It may well be that the interpretation of experimental 

result ed on ltimate. , 
the direction

s present  in Secti  2 is not u  Possibly
s presented will be aug  by new 

m

s 

ut two 
for the 

de us med esponding 

mented

ia corr

odes that have not been recorded up to now. It is also 
possible that the modes that have been recorded will be 
differently distributed over the three directions shown in 
Figure 1, and new modes will force us to modify the 
concepts upon which the three turbulence development 
directions are based. However, irrespective of any modi- 
fications of the scheme shown in Figure 1, it is very im- 
probable that one of the conclusions drawn from com- 
paring it with experiment will change. Namely, calcula- 
tions are incapable of reproducing any of the six periodi- 
cal vortex shedding modes observed along the three tur- 
bulence development directions (Figure 1). Most likely 
[1,2], the reason for simulation failure is the Navier- 
Stokes equations themselves. 

3. Increase in the Number of Principal 
Hydrodynamic Value

Figure 3. The scheme of the statistical deterministic ap-
proach. 
 

quations for pair functions and the multimoment 
ydrodynamics equations are derived from the second of 

chain of equations, i.e., the BBGKY hierarchy [30]. The 
kinetic e
h
these equations. The BBGKY hierarchy is closed by the 
Liouville equation (Figure 3). To pass from the classical 
mechanics equations to the Liouville equation, the con- 
cept of the Gibbs ensemble is invoked. The Gibbs con- 
cept is the connecting link between the dynamical deter- 
ministic approach and the statistical deterministic ap- 
proach [30]. 

The ths  equation of the BBGKY hierarchy has the 
form, 

Classic hydrodynamics equations exist for abo
centuries. By definition, these equations are valid 

scription of arbitrary continuo
to continuity and unlimited deformability principles [29]. 
Statistically grounded hydrodynamics equations are, 
however, far from being completely established. The 
greatest progress in this direction was made for one of 
continuous medium states, namely, for the rarefied gas 
state, where the characteristic free path   far exceeded 
the characteristic size of particles d . In a rarefied gas, 
that is, at d  , the path from classic mechanics equa- 
tions written separately for each of the  medium par- 
ticle to classic hydrodynamics eq ations was passed 
without ad l assumptions. The only exception was 
the Boltzmann hypothesis of molecular s “Stosszah- 
lansatz” (Figure 3). 

Classic direction and pair-multimoment direction are 
two independent branches of the statistical deterministic 
approach to medium

N
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where is the mass of the particle;  is the force 
of th  of the  on  pa d  are 
the sp rdina  ve f th  p re- 

    
     

  ξ
Φ

m  
e action
atial coo

,i jΦ
rticle; an

e thi

thi
te and

 thj
locity o

 ,i ix ξ
article, 

spectively. The  1 1, , , , ,s s sF t x ξ x ξ  s-particle distri- 
bution function has th meanin  of the probabil at at 
time t  particle 1 finds itself in unit elem  of the phase 

e g ity th
ent

assic hydrodynamics are direct corollaries to the first 
equation of the Bogolyubov-Born-Green-Kirkwood-Yvon  
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space near point e s near point , , ,i ix ξ   and particl sx , 

sξ . The  1 1 1, ,F t x ξ  one-particle distribution function 
obeys he first equation of the BBGKY hierarchy (1). 
The first equatio losed. The term on the r t 

d side of (1) that contains the  
 2 1 1 2 2, , , ,F t x ξ x ξ  two-particle function is responsible 

for the interaction of particle 1 with some particle 2. 
There are several variants of the deriv

n directly from the first equation of 
the BBGKY hierarchy [30]. Each of them reaches

 t

ation of 

 

n is not c
ion 

io

igh

the 

 the

han
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Equation (2) is valid for a rarefied gas, th  
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The one-particle distribution function  
uations (2), (3) has the meaning of th
r of particles situated at time in un


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 ele- 
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1
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l
 x ξ x a ξ a

 1 1, ,f t x ξ
e probabl

it volume
 in unit in

Eq
be
me

t  
nt near point 1x  and having velocities ter- 

val near the 1ξ  point. The spatial integration in Equa- 
tion (3) is performed within the W region having the 
characteristic linear size l , d l λ  . The averaged 
 1 1 1, ,F t x ξ  and  2 1 1 1 2, , , ,F t x ξ x ξ  functions weakly 

change on the scale of particle size d . 
The  2 1 1 1 2, , , ,dF t  vx ξ x ξ n on the right 

f Equa  to a pair of parti- 
cles 1 and 2, which enter the region of their interaction

 functio
hand onds

 
 side o tion (2) corresp

ξ  and 2ξ , re0  at velocities 1 spectively; 1 2C  x x , 
and 1 2 v ξ ξ (Figure 4). The d

v  vector has the co- 
ordinates , ,b d   in the cylindrical system of coordi-

es with the z axis parallel to the v  vector,  
impa er, and 
nat b  is the

ct paramet   is the a uthal angle. That is, 
the second  the right hand side of Equation (2) is 
responsible for a decrease in the number of 1ξ rticles 
in collisions with other particles. The  

zim
 term on

-pa

 2 1 1 1 2, , , ,dF t 
  vx ξ x ξ  function corresponds to a pair 

of particles 1 and 2, which enter the region of their inter- 
action  at velocities ξ  and ξ , respectively, 0C
 ξ ξ

1 2

inates of the d
v'

 
 . The coord1 2 v   vector are  

 

Figure 4. Interaction region C0 of a pair of particles with 
characteristic radius d. If, at the entrance of region C0, par- 
ticles have velocity v and parameters  they acquirb ε, , e 

velocity   b ε vv , ,  at its exit. If, at the entrance of region 

C0, particles have relative movement velocity   b ε vv , ,  

and collision parameters b ε, , they acquire velocity v at its 
exit. 
 

, ,b d   in the cylindrical system coordinates with the 
z  axis parallel to v . 

) i

At the exit of the region of their 
n, particles 1 and 2 then have velocities  and interactio

2ξ  resp
rig

1ξ
ectively (Figure 4), that is, the first term on the 

ht hand side of (2 s responsible for an increase in the 
number of 1ξ -particles caused by collisions. 

The factorization of two-particle distribution functions 
in  1 1 2, , ,J t x ξ ξ  from Equation (2), that is, their repre- 
sentation in the form of the product of two one-particle 
functions, 

     
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leads to a closed Boltzmann classic kinetic equation, 
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(5
The approximation that we use was called the molecu- 

lar chaos hypothesis “Stosszahlansatz” [31]. Classic hy- 
drodynamics equations follow directly from the Bo
m

x

) 

ltz- 
ann equation (Figure 3) and, naturally, include errors 

made in the derivation of the classic kinetic equation. Let 
us elucidate the physical meaning of the error introduced 
by the Boltzmann hypothesis into hydrodynamics. 

Let us pass in Equation (2) from 2F  functions written 

in and 1 1 2 2, , ,x ξ x ξ  variables to 

 

2F  functions written 

in 

 

 1 2+ 2x x x ,  1 2+ 2G ξ ξ ,  , and v  vari- 
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ables, 
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(6) 

The velocity of the center of mass of pair particles, 
and the modulus of the relative velocity of particles

x

G , 
v   

v  v , are invariants of a binary particle collision. The 
enumeration of all the admissible target parameter valu  
b and 

es
  and relative motion velocity directions v at 

fixed G  and v  values then gives all the possible ve- 
locity directions v . It follows that a collision-caused 
decrease in the number of pairs of particles from a unit 
phase volume interval near the 1, ,x G v  point character- 
ized by all the adm sible b and is   parameter values and 
relative motion v  orientations is strictly balanced by a 
collision induced increase in the num r of pairs of par- 
ticles in this interval with these parameters, 

  2
1, , , d 0J t  x G v             (7) 

Here 2d sin d d

be


    , and   and   are the sphe- 

rical coordinates of the v  vector. 
Suppose that 

weight function  

 n  2 ,v G , 
of velocit

0,

 v n 

0,1,n  
 

tiply 
l de in

, is an arbitrary 
ies G and v . The properties 

of the  n

2 ,n G

 

en have, 

 hydrodynamic values constructed on the 
properties of the  p
w

2 ,v G , 1,n   , pair are invariants of a 
pa ulrticle binary collision. Let us m the  
 1, , ,J t x G v  collision integra term ed by Equation 

(6) by   , 0,1, , and integrate the result 
with respect to velocities. By virtue of Equation (7), we 
th

2 1, , , d d 0v G v         (8) 

This means that particle collisions cannot influence the 
formation of

     ,n v J t G x G

   2 ,n v G , 

values. 

0,1,n   ,

a

air. In other 
ords, particle collisions cannot tune the distributions of 

all these hydrodynamic values to distributions of some 
other hydrodynamic Th t is, the set of hydrody- 
namic values constructed on the property of    2 ,n v G , 

0,1,n   , 
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is a set of the principal hydrodynamic values, t  
is local proportionality coefficient. Set (9) con-  

tains not only the lower 

he
 1,A t x  

2F  function moments but a  

our anal

xi

hen 

lso 

all the higher moments without exception. To summarize, 
ysis of the properties of the  1, , ,J t x G v  colli- 

sion integral reveals the e stence of an infinite number 
of principal hydrodynamic values. 

Under free molecular conditions, w L 

l and 

, parti- 
cle collisions do not participate in the formation of dis- 
tributions of hydrodynamic values. These distributions 
are formed under the influence of the initia bound- 
ary problem conditions, that is, each hydrodynamic value 
is principal. As the density of medium increases, the in- 
fluence of intermolecular collisions on the formation of 
hydrodynamic value distributions increases. In a con- 
tinuous medium, L  , this influence becomes pre- 
dominant. Namely, binary particle collisions tune the 
distributions of all the function moments to distribution 
of moments (9). The vel ities G  and v  are invariants 
of a particle binary collision. That is why, according to 
Equation (8), moments (9), as previously, do not experi- 
ence the influence of binary particle collisions. As in the 
free molecular mode, that is, at L

oc

  , moments (9) 
remain principal hydrodynamic values. 

The equation for the  1 1 1, ,f t x ξ  one-particle distri- 
bution function is written in a si di ensional phase 
space of one particle (

x- m
  space). The dimensionality of 

the   space allows o perties of particle 
 

nly the pro
 1 1

n ξ , 0,1,n   , to be accommodated in it; binary 
particle collision invariants, that is,    2 ,n v G , 

0,1,n   , do not fit into the   space. The symmetry 
pr s of the o eperti  1 1 2, , ,J t x ξ ξ  collision integral 
strictly correspond to the symmetry proper e 
Boltz nn collision integral (5), [31]. It follows that 
only three lower partic namely 2

1 11, ,ξ ξ , can 
lead to the disappearance of the  1 1, ,J t x ξ  collision 
integral. Let us sequentially accommodate three lower 
properties of a particle in the 

ties of th
ma

le properties, 

  space. We then have, 
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     (10) 

Equations (10) are valid because of symmetry of the 
partial distribution function  with re- 
spect to the permutation of th  of two 
pa

 2 , , , ,F t x G v 
e phase coordinates

ution functions
m (10), [32]. 

rticles [3]. The symmetry properties allow all the mo- 
ments of the two-particle distrib  odd with 
respect to v  to be removed fro
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It follows that the integrals that contain the lower par- 
ticle properties 2

1 11, ,ξ ξ , as weight functions are strictly 
reduced to the integrals with the  2 21, , 4G G v  
weight functions belonging to    2 ,n v G  0,1,n  

ber of par-
, and medium

ss to

, 
invariants. Three lower particle properties 11, ,ξ  and 

2
1ξ  give three l  1 1 1, ,f t x ξ  one-particle distribu- 

tion function moments, the density of the num  
ticles  ,n t x , medium velocity  
pressure  ,p t x . It follows that, when we pa  the 

rodynamic stage fro e space of one particle, 
such hydrodynamics equations cannot be constructed 
using han three lower pr hydrodynamic 
values co ding to the 2

1 11, ,ξ ξ  particle properties. 
The transition to the hydrodynamic stage from the phase 
space of one particle excludes higher principal hydrody- 
namic values (9) from participation in the construction of 
hydrodynamics equations. Ho ere is no rigorous 
passage to hydrodynamics from the 

ower 

m

n

 ,tU x

s

incipal 

er, th

hyd  the pha

wev

more t
rrespo

  space. This pas- 
sage is closed because Equation (2) is not closed. 

The use of the Boltzmann hypothesis (“Stosszah- 
lansatz”) (4) opens up the possibility of approximate 
passage to hydrodynamics. So, the physical meaning of 
the error introduced by the Boltzmann hypothesis into 
hy

trary posi-
tions of p  2 in space with respect to each 
ot not closed. There

drodynamics is as follows. It follows that just Boltz- 
mann hypothesis allows us to construct hydrodynamics 
on only three lower principal hydrodynamic values. It 
follows that the use of the Boltzmann hypothesis ex- 
cludes higher principal hydrodynamic values (9) from the 
participation in the formation of classic hydrodynamics 
equations. Since the classic three-moment hydrodynam- 
ics is constructed without the use of values (9), its appli- 
cability range is limited to states that are only weakly 
removed from the statistical equilibrium state. To sub- 
stantiate this conclusion, we must find passage to hydro- 
dynamics from the phase space capable of accommodate- 
ing the whole set of binary particle collision    2 ,n v G  

0,1,n   , invariants. 
The  2 1 1 2 2, , , ,F t x ξ x ξ  two-particle distribution 

function obeys the second equation of the BBGKY hier- 
archy (1). The second equation is valid for arbi  

articles 1 and
her. It is  are, however, positions of 

particles 1 and 2 for which the second equation is con- 
siderably simplified. 

The left hand side of the second equation of the 
BBGKY hierarchy (1), 

 

 

 

1,3 2,3

1 2

3 1 1 2 2 3 3 3 3

2

, , , , , , d d
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m m

F t

    

     
            


 ξ ξ

x ξ x ξ x ξ x ξ

Φ 
  (11) 

describes the free movement of particles 1 and 2 and the 
interaction between the particles 1 and 2. The integral 
terms containing the 

1,2 2,1
1 2

        
  ξ ξ

Φ Φ

1 2 1 2

2 1 1 2 2, , , ,

t m m

F t

        


x x ξ ξ

x ξ x ξ



 3 1 1 2 2 3 3, , , , , ,F t x ξ x ξ x ξ
ction are responsible for 

 three- 
particle distribution fun
teraction of particles 1 and 2 with some third par
Presuming that a particle may be present at all phase 
space locations with equal probabilities, introduce the 
dimensionless quantities, 

the in- 
ticle 3. 

   

 

2 6 3 9
2 2 3 3

2

ˆ ˆ1 , 1 ,
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ˆ
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 

 
         

ξ ξ
Ф  (12) 

In Equation (12) the hat appears above the dimen- 
sionless quantities, c  is the characteristic velocity of 
the particle, the ratio of 

ˆ
i, j

 Ф

the system volume  to the 
characteristic volum

V
e 2d λ  

for 
, ye

occupied by on rticle is 
used as an estima . In the ther namic 
limit, 

e pa
modytion 


N

t, N  , V N V  is finite. 
rms in the left d side 

of Equation (11) into dimensionless form on the scale of 
pa

Let us bring the convective te han

rticle size,   ˆ ˆ, i it d c t d x x . In this case, the ratio 
of order of the right hand side terms to order of the left 
hand side terms of Equation (11) is of the order of 

,d d  . It means that the interaction with third par-
ticle has a very weak influenc  on the free movement of 
particle 1  2 n  interaction between the particles 

e
s  and a d the

1 and 2 at times, proportional to d c . The right hand 
side terms of Equation (11) receive the fundamental or- 
der only at times, proportional to c . 

Let us substitute the force term of the left hand side of 
the third equation of the BBGKY hierarchy (1) into the 

 the right hand side of Equation (11). Then, 

 

first term of

 
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2 , , , , , , d d

2 , , , , , ,+d

N F t
m

N w F t

  
     
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
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ξ
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(13) 
Here, 

,     3 1 1 2 2 3 1 1 2 2 3 3, , , , , , , , , , , ,F t F tx ξ x ξ r w x ξ x ξ x ξ

1 3 r x x , 1 3 w ξ ξ . In the right hand side of Equa- 
responsible for triple collisions  

convective terms responsible 
rticles 1 and 2 during the time of 
1 with particle 3 are omitted too. 

gible with respect to s
 side of Equation (13). The esti-

r  out in accordance with  

es, proportional to 

tion (13), 
particles are 
for displacem
interaction of particles 
The om
ter the
mation of o
tion (12). As 
terms is esti

the terms 
omitted. The 
ent of pa

itted terms are negli
 right hand
ders is carried

noted abo
mated at tim

of

aved 
 ms in 

 Equa-
ve, the order of the convective 

c . 
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Positions of particles 1 and 3, described by the first 
and second terms of the right hand side of Equation (13), 
are depicted in Figure 4. However, when interpreting the 
collision integral (13) the vectors v , d

v , d
v  in 

Figure 4, should be replaced respectively by the vectors 
w , +d

wr , d
wr . The first term of the right hand side of 

Equation (13) is responsible for an increase in the num- 
ber of 1ξ -particles caused by collisions with some third 

3ξ -particles  +d wr r . If at time t  parti

 

cles 1 and 3 
leave the region of their interaction 0C , then later, 
within a time interval not exceeding c , they will be 
placed with respect to each other within the cylindrical 
volume oriented in the direction of vec  ses 
area of 2d  and height of 

tor w  with ba
 . I.e., these particles 

 interval of 

Figure 5. Graphic representation of a pair of particles. 
 
with which the particle 2 should collide within a time 
interval not exceeding 

within a time c  will be in the stage of 
departure from each other. The second term of the right 
hand si  of Equation (13) is responsible for a decrease 

the number of 1 particles in collisions with some 
third 3ξ -particles  d wr r . If at time  particles 1 
and 3 enter the region of their interact 0C , then ear- 
lier, within a time interval not exceeding 

de
in ξ -

 t
n io

c , they were 
placed with respect to each other within t  cylindrical 
volume oriented in the direction  vector w  with bases 
area of 2d  and height 

he
of

of

c  (Figure 5(b)). 
The motion and interaction of particles 1 and 2 are, 

however, described by the left-hand side terms of the 
second equation of hierarchy (11) that are proportional to 

 2 1 1 2 2, , , ,F t x ξ x ξ . For this reason, the terms containing 
 3 3,ξ  

d equatio
3 1 1 2 2, , , , ,F t x ξ x ξ x

1 and 2. The secon
must be excluded for particles 

n of the BBGKY hierarchy
(1 e 
onsiderably simplified, 

 
1) written for particles 1 and 2 (Figure 5), is therefor

  . i.e., these particles 
within a time interval of c  were in the stage of ap- 
proaching with each other. Thus, the terms of the right 
hand side of Equatio (13) at times, proportional to n c , 
descri groups of icles, in which two of three 
particles (1 and 3) find itself either at the age of ap- 
proaching before the collision with each r, or in the 
stage of departure from each other after collision. The 
second term of the right hand side of Equ ion (11) has 
the identical physical meaning. 

The idea that leads to th oncept of pair distribution 
functions is as follows. For instance, in a rarefied gas at 
each time moment, each particle after its last collision 
moves toward the next collision. This means that every 
particle 1 in a rarefied gas simultaneously flies away 
from some particle 2 with which it collided last at point 
D (Figure 5), and approaches some particle 2 with which 
it is to collide next at point B.  

It follows that it is particle 2

be three part  

c

 

1 2
12 21 

 st
othe

at

e c

 plays the role of a third 
particle 3 for particle 1, with which particle 1 has already 
experienced a collision and will be in the stage of depar- 
ture within a time interval not exceeding c  (Figure 
5(a)). At the same time, it is particle 1 plays the role of a 
third particle 3 for particle 2, with which the particle 2 
has already experienced a collision and will be in the 
stage of departure within a time interval not exceeding 

c  (Figure 5(a)). From the other hand, it is a particle 2 
plays the role of a third particle 3 for particle 1, with 
which particle 1 should collide within a time interval not 
exceeding c  (Figure 5(b)). At the same time, it is par- 
ticle 1 plays the role of a third particle 3 for particle 2,  

1 2 1 2

2 1 1 2 2, , , , 0p

t m m

F t

    
   ξ ξ

Φ Φ


Generally, any m
other particle. A medium

     
 

x x ξ ξ

x ξ x ξ

      (14) 

edium particle forms a pair with every 
 therefore contains  1N N   

pairs of particles. All these pairs are described by the 
 2 1 1 2 2, , , ,F t x ξ x ξ  function, which obeys the second 

equation of hierarchy (11). If a single particle 2, which 
Figueither flies away from

ure 5(b)), some pa
particle, this 
function that obey

 ( re 5(a)), or appr
rticle 1, is selected as a pa

pair is described by the 
s Equation (14). N  

is valid for an arbitrary gas particle rather than some par- 
tic

. A rigor

an analogy betwee

nates of

oaches (Fig- 
rtner of this 

 
uation (14)

2 ,pF t x
ote that Eq

1 1 2 2, , ,ξ x ξ  

ular particle 1 (Figure 5). For this reason, Equation 
(14) is capable of describing the gas as a whole - 
ous derivation of Equation (14) is given in [33]. There is 

n the derivation [33] and Grad method 
used in deriving the Boltzmann equation for a gas con- 
sisting of rigid spheres [30]. 

The arguments of the  2 1 1, , , ,pF t x ξ x ξ  function 
are 1x  and 2x , which are the spa  
particles 1 and 2. Information about the position of a 
separate particle in space, however, becomes lost in ki- 
netics and hydrodynamics. Classic kinetics and hydro- 
dynamics deal with the place in space near which a set of 
particles are situated rather than with particle coordinates. 
It follows that a necessary condition for the transition 
from (14) to kinetics and hydrodynamics equations is  

2 2

tial coordi
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getting rid of one of the spatial coordinates of the 2
pF  

fu  [33] that nction. It was suggested in 2
pF  be 

ne sp
integrated 

in o  of its atial coordinates within the cylinder of 
collisions. The 1  and 2  cylinders of collisions are 
oriented in the direction of the velocity v , the areas of 
their bases equal the collision cross section area 2d , 
and the heights of the cylinders equal the characteristic 
free path  ,t x . Let us pass from the 12-dimensional 
phase space of particles 1 and 2 constructed on the 

1 1 2 2, , ,x ξ x ξ  vectors to the 12-dimensional space con- 
structed on the x , G ,  , v  vectors and produce p  
distribution functions  , , ,app

pf t x G v    
 , , ,div

pf t x G v , 

 
 

air
and
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Integration (15) collects all pairs of particles that either 
will inevitably collide during the time interval not ex- 
ceeding the characteristic time between collisions 

    (15) 

v   
that occu

or fly away from each other after a collision 
rs during the time interval not exce

The integration with respect to  within  re  
removes strong spatial depende of the fu ns  
the scale having the charac
The pair distribution function 

has the m le nu  

e
tio

eding τ . 
a

nce 
teristic size 

f t
g of

W
nctio

of particles 
  
ab

gion
on
d . 

m-
 , , ,app

p x G v
eanin  the prob  , , ,div

pf t x G v  
be

velocitie

r of pairs of particles approaching (diverging from) 
each other whose centers of mass are concentrated at 
time t  in a unit volume element near point x  and the 

s of the centers of mass and relative particle ve- 
locities, in unit velocity elements near G  and v , r - 
spectively. The relations between pair distribu n func-  

tions (15) and  2 1, , , ,dvF t 
vx G v  , and  1 1, ,f t x ξ   

from [3] can be used to find t  
cient (9), 

1

he proportionality coeffi-
 

 1A N N                   (16) 

Heuristic derivation of a system of kinetic equations 
for pair distribution functions  , , ,app

pf t x G v  and 
 , , ,div

pf t x G v  was given in [34]. In [33] equatio s for 
pair distribution functions (15) are derived directly from 

statistical

, n

echanics concep
eq  [33,34

the fundamental 
analysis of the s uations - 

 m ts. An 
ystem of kinetic ] re

veals the most important property of  , , ,pf t vx G  pair 
distribution fun
center of mass 

 , 0v, ,pf t
  

ction constructed 
and the relati

on the velocity of the 
ve velocity modulus G  v , 

t
           (17)  G x G

  x

Here, 
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app div
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  

  
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






x G x G x G

x G x G

x G x G

  (18) 

and , ,v   and   are the spherical coordinates of the 
v  vector. Acco ing to Equation (17), the  rd

 ,, ,pf t v  
the tra ectory of the

x G
j

function remains unchange
 center of mass of the

oments of the pair distribution functions 
(1 the local density of the number of pairs 

d at time along 
 pair. 

The lower m
8) are 
 ,Gn t x

pairs 
, the mean velocity of the centers of mass of 
 ,tU xG , the  ,G

ijP t x  
ent of the ce

tensor of stresses create
ovem nters of mass of 

d 
pairs of as a result 

particles, the 
of m

 x  tensor
oveme

,v
ijP t

tive m
 of stresses created be- 

nt of pair particles, the cause of rela
 ,

of
mass of 

G tq x  heat f x vector corresponding to the transfer 
 thermal energy because of movement of th

 of particles,  ,v tq x  and 

lu
e centers of 

pairs  ,Gv tq x  the 
and heat flux vectors corresponding to thermal energy 
transfer because of relative movement of particles in 
pairs. Along with  ,G

ijP t x  and  ,v
ijP t x  let us deter-

all stress tensors  ,G
ijp t x  and mine sm  ,v

ijp t x , and 
 , xGp t  and  , x  presvp t sure, and  ,GT t x  and 
 ,vT t x  temperature, G Gp nkT , v vp nkT . The 

lower moments air distribution functions (18) are 
determined by Equations (21)-(26) in [3]. The set of hy- 

ic values, namely,  ,Gn t x ,  ,G tU x ,  

 of the p

drodynam
 ,Gp t x ,  ,vp t x ,  ,G

ijp t x ,  ,G tq x  and  
 ,v tq x  is constructed on perty o 2 ,v  
0,1,n

the pro     n Gf
   It is a set of the principal hydrodynamic val-

ues. The lower moments  ,v
ijp t x  and  ,Gv tq x  are 

not the principal hy ic valu
The relations between t 1 1 1, ,x ξ rticle 

n func  the pair distribu tions 
 [3] can be use en the 

one-particle distribution function and the pair distribution 
functions moments, 

drodyna . 
he  one-pa

distributio tion and on func
(18) from d to find a relation betwe

m es
  f t

ti

1 1 1 1

2 2 2 2
1 1 1

2 2 2

G v G v

G v G
ij ij ij ij ij

p p p T T T

P P P p p

   

   
(19) 1

2
v
ijp

     

1 5

2 6
G v Gv  q q q q

Here, 

G Gn U Un

 ,n n t x  denotes the number densities of 
particles,  ,tU U x  is the hydrodynamic velocity, 

 ,p p t x  is the pressure,  ,T T t x  is the tem- 
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perature, , p nkT  ,ij ijP P t x  and  ,ij ijp p t x  
 ,tq q x  is the 

 in [3]. In [32], 
written in the form, 

are the d 
heat flux. 

A de
of the pair tion  gi
these 

viscous stress
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distribu
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Taking (19) into account, we fi
Equations (20b) and (20c) is none othe
of the conservation of momentum, and
tions (20d), (20e) and (20f) is none 
tion of conservation of energy. Equati
tinuity equation. So, the equation 
momentum separates into two equat
tion for conservation of energy, in
tions. In Equation (20), nonprincipa
ues  and are given by the e
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an the equation 
e sum o
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m
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Here,   is the dynami  c viscosity coefficient and
15 4k m    

Relations (1
is the heat conductivity co
9) and Equations (20), (21

lower principal hydrodynamic values, nam
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and  drodynam ues beca
 (1 2

measurable
linear com
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ijp  comp
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 moments ijp  and q  are represented by 
ations of principal and non-principal hy- 

odynamic values. The G
ijp  stress tensor component is 

a principal hydrodynamic value. The first ter
v on  th f d  

tion v s ijU  from Equation (21a), the remaining 
term of the component appears because of an increase in 
the number of principal hydrodynamic values. The first 
two components of the q  heat flux vector, Gq  and 

vq , are principal hydrodynamic values. The first term of 
the third component, Gvq , is proportional to the tem- 
perature gradient from Equation (21b), and the other 
terms of the third component appear because of an in- 
crease in the number of principal hydrodynam c values. 

The upper indexes “div” and “app” were omitted in the 
v
ijp   Gv hy ic val use the right 

hand sides of Equations 9) and ( 1) do not experience 
any changes in calculations of moments with pair func-
tions corresponding either to particles that approach each 
other, 

it

iq

 , , ,app
pf t x G v , or to particles that fly away from 

h other, eac  , , ,div
pf t x G v  [3]. 

The analysis formed in [35] showed that hydrody- 
namic Equations (20), (21) could be rigorously reduced 
to classic hydrodynamics equations only when the state 
of the system weakly d iated from thermod amic 
equilibrium. In particular, in the Re 1  limit, the 

per

ev yn

 ,G
ijp t x  main hydrod amic value and the yn  ,v

ijp t x  
value are equal. Moreover, the second term on the right- 
hand side of Equation (21a), which is responsible for 
viscous stresses caused by heat fluxes, becomes negligi- 
bly sm
is sh

all compared with the first term. It follows that, as 
own i 5], the Newton law [29] is only valid in the 

Re 1  limit. 
An indefinite 

n [3

 ,t x  parameter is the characteristic 
free path. An indefinite  ,t x  parameter is introduced 
at the st ation of pair distribution functions 
(15). The ch e between collisions  

age of th
aracteristic tim

e form

   , ,t t vx x  is contained in resulting kinetic equ- 
ations and hydrodynamics equations [3]. The limit of 
weak non-equilibrium allows us to find the proportional- 
ity factor between the 



  dynamic viscosity coefficient 
and τ , ,  
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2 vp             (22) 

The 

      

  coefficient can be calculated with arbitrary 
accuracy by solving the Boltzmann equation with the use 
of the Chapman–Enscog method for an arbitrary law of 
interparticle interactions [31]. 

In calculations of the right hand sides of the equations 
for t pair functions (18), collision integrals were cal- he 
cu  a gas 

has exc
lated in [3] for consisting of rigid spheres with 

diameter d . This case eptional advantages, be- 
cause, in integration in velocities G  and v  with the 

   

st ri
n 21) does not depend on the form of the law of 

structureless particle interaction
on u

21 n
pond to Navier-St

2 ,n v G  0,1,n   , weight function, the collision 
integrals of kinetic equations are expressed exactly in 
terms of the moments of pair distribution functions. The 
classic Boltzmann collision integral offers similar ad- 
vantages to the case of so-called Maxwell molecules [36]. 
The ructure of the de ved hydrodynamics Equations 
(20) a d (

s. The interaction law 
ly infl ences the values of transfer coefficients. It fol- 

lows that system (20) and (21) is valid for the description 
of gas flows with an arbitrary law of interaction of struc- 
tureless particles. 

In the derivation of hydrodynamics Equations (19)- 
(21), only terms linear in τ  are retained. At the hydro- 
dynamic description stage, the omitted terms correspond 
to so-called Barnett accuracy [31,36]. In follows that 
hydrodynamics Equations (20) and ( ) prese ted above 
corres okes accuracy of description. 

The system of equations determining lower moments 
of the pair distribution functions (20,21) is not closed. 
Let us multiply the Equation (17) for the  , , ,pf t vx G  
pair function by lower invariants of binary particle colli- 
sion,    2 ,n v G , and integrate the result with respect to 
velocities G  and v . By virtue of definition of lower 
moments of pair functions [3], we then have hydrody- 
namic Equations (20a, b, d, e). Thus, Equation (17) is 
equivalent to several equations, namely, Equations (20a, 
b, d, e). According to (17), the  , , ,pf t vx G  function 
remains unchanged  time alon
ce

ons 
be

 was solve
 Equ  (

 at g the trajectory of the 
nter of mass of the pair. This property creates the addi- 

tional relations between the principal hydrodynamic val- 
ues. The GU , Gq  and vq  vectors, and the G

ijp  tensor 
are multicomponent principal hydrodynamic values. It 
turned out that the use of the conservation property (17) 
is accompanied by the appearance of additional relati

tween each vector and tensor components. Generally, 
just these relations must close the system (20,21) of hy- 
drodynamics equations. 

However, a problem on flow around a fixed solid 
sphere d in [4,5] by another manner. In [4], the 
solution to ation 17) was built. The first integrals of 
Equation (17) for a stationary system are the  ,xyF G x , 

 ,yzF G x , and  ,zxF G x  functions, 

   , , , , ,

xy x y yz y z

zx x z

x y z

F G y G x F G z G y

F G z G x

G G G x y z

   

 

 G x

       (23) 

According to [4], a solution to Equation (17) in the 
problem with time-independent boundary conditions 
should be sought in the form of a series of the products 
of the first integrals, 

 
3 2

0 0

, , , exp
2p

m m
f t v

kT kT

   
       

G
x G

 

 

2

2
10

exp
4

, , ,

S
j l r s

i xy yz zx
i

mv
c F F F

kT

i j l r s




 
  

 


     (24) 

0  is the te ature of the Here, mper unperturbed me- 
dium and he  coefficients generally depend on t. 
Substitu g the d stributions of the principal hydrody- 
namic ated by Equation (24)
drodyn  Equat ons (20c, f) yields a nonlinear system 
of differen tions for the  coefficients, 

T
 t

tin
values
amic

tial 

 ic
i

 calcul
i

equa

 into the hy- 

iC

 1, , 1, ,i
i S

C
F C C i S

t


 


          (25) 

Relations between the  dimensionless coefficients 
and the dimensional c efficients are given in [4]. 

4. Conclusions 

Figure 1 represents observed flow pictures 
sphere. Experiment records three stable flows: 

iC
oic  

around a 
 expU x , 0s

 1
exp
sU x , and  2 ,exp

s tU x
e stability starts to

. Each of these three fl
 th  evolve in its ow  
el

ows af-
n directionter losing

qualitativ y different from the others. These directions 
are schematically shown by three horizontal branches. At 
these branches experiment records at least six vortex 
shedding modes:  0 ,exp

s tW x  and  0 ,exp
s tQ x ;  

 1 ,exp
s tV x ;  2 ,exp

s tV x ,  2 ,exp
s tW x  and  2 ,exp

s tQ x . 
The integration of the Navier okes equations f-St or the 

problem of flow past a sphere [15,16,18-21] gives two 
stable solutions,  0

cal
sU x  and   1

cal
sU x , and the  

 2 ,cal
s tU x  

fac
, 

stable limiting cycle. T e solutions satis- hes
torily reproduce three stable flows observed experi- 

mentally  0
exp
sU x ,  1

exp
sU x , and  2 ,exp

s tU x . Calcu- 
ver e of re any of 
ing modes. The calculation leads the 

separates  solutions

 

lations were, howe
the six vortex shedd

, incapabl producing 

instability development process in the direction given by 
dashed slanting line (Figure 1). The dashed slanting line 

 stable  from unstable ones, that is, the 
dashed line gives the boundary of the instability field. So, 
solutions to the classic hydrodynamics equations suc- 
cessfully reach the boundary of the instability field. As 
Reynolds grows, these solutions move along the bound- 
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 0 , 1, , 20iС i  ary of the field. However, the solutions to the classic 
hydrodynamics eq  unabl  this

 p in ld. Th  nu

, are damped at *Re Re . The passage 
uations are e to cross  bound- 

ary and to ass to the stability fie ere are no - 
m

tion failure is the Nav qua- 
tions them

ubstantiates the sug that the a

erical experiments on flow around different bluff bod- 
ies in which this boundary is crossed. Most likely, the 
reason for simula ier-Stokes e

selves. 
Analysis of the multimoment hydrodynamics equa- 

tions [35] s gestion pplicabil- 
ity scope of classic hydrodynamics is limited, in particu- 
lar, by small Reynolds number values, Re 1 . Never- 
theless, the calculated stable solutions to the Navier- 
Stokes equations,  0

cal
sU x ,  1

cal
sU x  and  2 ,cal

s tU x , 
satisfactorily reproduce stable flows around a sphere 

 0
exp
sU x ,  1

exp
sU x , and  2 ,exp

s tU x  recorded experi- 
mentally at moderately high Reynolds number values, 
reaching a few hundreds. This means that the error in 
stable solutions to the Navier-Stokes equations is not 
large and cannot distort calculated flow pictures noticea- 
bly. This error, however, grows very rapidly after the 
loss of stability. This is explained by the tendency of 
nonlinear equations toward causing the divergence of 
close solutions even in a limited phase space region. This 
sensitivity to initial conditions was called the Lorentz 
butterfly effect. The loss of instability development di- 
rection is the result of error growth, i.e., the classic hy- 
drodynamics equations become helpless in producing of 
regular nonstationary periodic flows appearing after the 
attainment of a certain critical Reynolds number value. 

The numerical integration of the multimoment hydro- 
dynamics equations  p on a fl a 
sphere [4,5] shows that the solutions to these equations 

 and enter th stability field. Let 

 in the roblem ow past 

cross the boundary e in
 
iС
  be a stationary   solution of the system (25) and 
   iС t  be a perturbation of the  

iС
  solution,  

       i i iС t С С t  . The retention of three-lower axi-  

symmetric terms in expansion (24) leads to the classic 
Stokes solution valid in the Re 1  limit [29]. For ad-
vancement up the Re scale, twenty lower axisymmetric 
expansion (24) terms are retained in [4]. The  

 0 , 1, , 20iС i   , stationary solution to the nonlinear alge- 

braic system of twenty equations gives the stationary 
distribution of the hydrodynamic values (19). According 
to the  0 , 1, , 20iС i   , solution, an axisymmetric re- 
circulating zone is formed in the wake behind a sphere at 
Re ~ 20. This recirculating zone has the shape of an axi- 
symmetric toroidal ring. It expands as Re grows but its 
shape remains unchanged. The calculated distribution 

 0
cal
sU x  satisfactorily reproduces the  0

exp
sU x  axi- 

symmetric flow. 
 The  0 , 1, , 2iС i   solution remains stable up to a 

itical *
0Re  value. This me that the  

0 , 
certain cr ans 

sm rbations of the solution     0
iС t  all pertu

of 0Re  is accompanied by the *  0 , 1, , 20iС i   , solu- 
tion stability loss. Starting with 0t  , the  

   0 , 1, , 20iС t i    small axisymmetric perturbations 
begin to increase exponentially at *Re Re . The 

 
0

t   . At 0С t  perturbations grow up to time 0i

t t
*

* , the С   0 t  solution is cut off. The reason for i

this is analyzed in [4]. 
It turned out that another solution to the nonlinear sys- 

tem of d ations (25) existed in the neigh- 
borhood of the cut-off point. It is the  

 

ifferential Equ

 

nce of se
and large fluctuations may appear 
r

point to 

0 , 1, , 20iС t i    , solution of the so-called system 
of the reversed hydrodynamics equations [35]. According 
to [37], the law of large numbers is violated near singular 

furcations, regions of the coexiste veral 
stable solutions, e
points (bi

tc.), 
in th stem. In confo

fer o
the iС



e sy mity with [37], a large fluctuation 
causes the trans f the system from the cut-off 

   0 , 1, , 20t i   , solution at time *t t . At  
time *2t t , the     tion reac

h

0
iС t   solu hes the neigh-  

bor  of the ood  0 , 1, , 20iС i   , ion. At 
time *2t t

stationary solut
  further evolution o  f the 

   0 t i , 1, , 20iС
  , solution is finished. The  
   0 , 1, , 20iС t i   , solution exists at  the  

  , 1,i  , solution exists at * *2t t t  . A 
fluctuation causes the transfer of the system from the 

*0 t t  ,
 0 , 20iС t 

     0 0 , 1,С С t i   , 20i i , solution to the  
     0 0 , 1, , 20i iС С t i   , solution at time *2t t .  

The  0 , 1, , 20iС i    solution is unstable. It follows that 
sma  ll axisymmetric  0 , 1, , 20iС t i   , perturbations 
begin to grow starting with time *2t t . This process is 
repeated periodically. 

The evolution of the      0 0
i iС С t  and  

     0 0 , 1, , 20i iС С t i    , solution satisfactorily re- 
produces the  0 ,exp

s tV x  periodic axisymmetric pulsa- 
tions from [6,10]. According to the      0 0

i iС С t  and 
 0 0iС , solution, toroidal recircu-   , 2iС


 zone k

the att
er ains toroidal 

during on the 
sphere. The pulsatin isymme - 
cause of the absence 

nd a sp
The scenario of instabi , 

[4,5], has no analogues. Cu
o this scenario, 

ier-Stokes equations

 instability field boundary is ac- 
co arance of unco cts in the 
scenario of instability development. It turned out that the 

 0 , 1,t i  
near wa

lly after 

ons, and

lating in the e behind a sphere begins to 
pulsate periodica ainment of the Reynolds 
numb *

0 . The recirculating zone remRe
pulsati  its forefront is firmly fixed 

g flow remains ax tric. Be
of the detachment of the recirculat- 

ing zone periphery, there is no vortex loop street in the 
far wake behi here. 

lity appearance, *
0Re Re

alternarrently, we have no -
tive t because Landau’s scenario based on 
solutions to the Nav  [15,16,18-21] 
fails to describe experiment. 

The crossing of the
mpanied by the appe mmon a
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exponential growth of smal
n is not 

growth of pert
tions is completed. After th

lt, t

opment of instability in terms 
of her stabl

 lies in change in entropy
ba

l perturbations of stationary 
unstable solutio infinite. At some point the non- 
stationary solution is cut off and the urba- 

e break the system finds ex- 
tremely unlike direction of evolution. It starts a returning 
motion in the direction of the unstable stationary solution. 
As a resu he system after losing the stability does not 
find a new stable position, i.e., after crossing the bound- 
ary of the instability field, the evolution of the system 
takes place only within the instability field. Such a sce- 
nario differs from the ideas of classic hydrodynamics, 
which interprets the devel

 bifurcations from one stable state to anot e 
state. 

The importance of the entropy in interpretation of in- 
stability is revealed in [5]. It turns out that the explana- 
tion of instability appearance  

lance. Namely, an open system with time-independent 
boundary conditions has a steady state while entropy 
production in it exceeds entropy outflow through the 
surface confining the system. Then, any fluctuation gen- 
erated by the system fades out. As soon as the entropy is 
removed through the confining surface faster than it is 
produced in the system, any fluctuation generated by the 
system begins to grow. The system becomes unstable. 

Further studies [38] show that reproduction of the 
 0 ,exp

s tW x  and  0 ,exp
s tQ x  vortex shedding regimes, 

**
0Re Re , leads to new scenario acts that do not have 

analogues. Moreover, the  pS t  pair entropy of system 
begins to play the key role to predict the instability de- 
velopment direction. The calculation of the system evo- 
lution becomes impossible without participation of the 
entropy. The multimoment hydrodynamics equations 
find a large
the 

 num r system evolution. And 

q-

2
doi:1

ber of ways fo
 pS t  pair entropy shows the single way, in which 

the system evolution moves. 
So, the perspectives for removal the discrepancies be- 

tween calculations and experiment for unstable regimes 
are revealed along the direction on increase of the prin- 
cipal hydrodynamic values number when deriving the 
hydrodynamics equations. 
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