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ABSTRACT 

A description of the Systems Dynamics paradigm is given and the reduced Qualitative System Dynamics (QSD) form 
explained. A simple example is given to illustrate the diagram construction. The principles of states (levels), rates and 
feedback loops are outlined. The QSD method is used to address the problem of accessibility by using human control of 
automation as an example, and applying the QSD method to evaluate the effects of the researcher and user in the de- 
sign of an accessible artefact. This simple automation model illustrates what can be found out from such a picture, in 
this indicating how the feedback from users has an influence on the time to deliver such designs. 
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1. Introduction 

Systems methodology has developed considerably since 
it was introduced by biologists in the 1920’s. There are 
now a number of different systems methodologies. All of 
these are somewhat dependent on the type of system be- 
ing analysed. For ‘Hard Systems’ the modelling tech- 
niques used by engineers are sophisticated and usually 
very accurate. For ‘Soft Systems’, where there is a large 
amount of human intervention, the model and techniques 
are generally much weaker in their predictive power [1] 
but may give great insight into the causal relationships 
between important concepts. Apart from Total Systems 
Intervention (TSI) devised by Flood and Jackson [2], 
which includes all of the known techniques, there are at 
least six major systems techniques that are used to ana- 
lyse business systems. 

These techniques are: 
 System Dynamics (SD) 
 Viable System Diagnosis (VSD) 
 Strategic Assumption Surfacing and Testing (SAST) 
 Interactive Planning (IP) 
 Soft Systems Methodology (SSM) 
 Critical System Heuristics (CSH) 
In this array of techniques System Dynamics has a 

place that has some unique features, particularly in rep- 
resenting time variation and indicating the important 
feedback parameters. This paper will outline methods 
used in SD to show how they can add some benefit to 

research in accessibility identifying causal relationships 
and how research can be progressed. 

First a review of research methods currently used in 
accessibility will be given. This will be followed by a 
description of SD and particularly Qualitative SD, a 
technique that can be used early on in a project. Some 
example of SD use in accessibility type projects will be 
given and finally some recommendations made. 

2. Research Methods 

2.1. General Research Methods 

Creswell [3] aggregated and re-formulated Crotty’s [4] 
framework into three steps for designing a research pro- 
gramme: 

Define knowledge claims adopted by researcher; 
Define strategies that can be employed due to its prop-

erness to the research question; 
Define methods of data collection and analysis. 
The researcher in the early stage defines their philoso- 

phical perspectives, so an assumption regarding the re- 
search outcome is made and how to reach this outcome 
should be identified. Creswell [3] points out that “The 
researcher makes a claim about what is knowledge, how 
to know it, what values go into, how to write about it and 
the process of studying it”. Clarke [5] classified research 
traditions in information systems in general, into three 
main categories: 

1) Conventional scientific research (or positivist), this 
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is where a researcher starts using theory then proposes a 
hypothesis that should be tested to provide feedback 
about proposed theory; 

2) Interpretivist research, assuming that reality can be 
differently interpreted depending on many factors in ad-
dition to the researcher’s perspective; and  

3) Engineering research, where research focusing on 
achieving a desired outcome is engineering rather than 
science. 

Clarke did extend the Orlikowski and Baroudi [6] cla-
ssification where they proposed three categories of re-
search epistemology based on examining large amount of 
information systems research. These categories are: posi-
tivist, interpretive and finally critical where the role of 
social critique arises. 

The inductive logic of qualitative studies has been cri-
ticised by Popper [7]. According to this logic, the re- 
searcher starts from an empirical study to collect a real 
dataset and end with generalising the research findings. 
Popper pointed out that the inductive study cannot be 
considered as justified as it is developed on experience. 
Popper [7] did state that there is a need to define certain 
“principles of induction” since that statement is “logical-
ly justified by another statement”. 

Based on Creswell, knowledge claimed is an assump- 
tion related to reaching the outcome of such a study and 
the knowledge captured. Different alternatives are indi- 
cated as a knowledge claim according to Creswell [3]. 

1) Post positivism is defined as “science” or “scientif-
ic” research. It is a deterministic philosophy of investi-
gating causes that determine outcome. The Post positivist 
measures the reality in real world cautiously. A research-
er initiates the study with a theory and then uses data 
collected to accept or reject that theory. 

2) Constructivism is based on a subjective involve- 
ment of researchers; researchers believed to have holistic 
perspective, which represents a complexity of reality 
instead of assuming a small set of ideas. They place 
themselves in the research and employ their background 
to explain the situation. A participant’s perspective has 
an obvious role to help de- fine implication’. 

3) Participatory approaches assume that the investi- 
gation should propose an action agenda to address the 
change needed and argue constructivism approach for 
that. Cooperation of participants is based on this ap-
proach and such participation does extend to involve data 
collection and the data analysis phases. Visual illustra-
tion of the addressed issues coupled with participants and 
actions needed are developed. 

4) Pragmatic approaches where knowledge is cap- 
tured based on the situation, actions and effects rather 
than theoretical assumptions applied in post positivism. 
A mixed method is a combination of closed and open 

ended measures is commonly employed to understand 
the problem statement pragmatically. 

2.2. Research Used in Accessibility 

Adams [8] makes the point that today access to informa- 
tion technology is a prerequisite for full inclusion to so- 
ciety. A major barrier to this is the ease with which peo- 
ple can operate computers. This ease of use depends cru- 
cially on the Human Computer Interface (HCI). Early 
workers in the field, Newall & Card [9] put forward the 
view of HCI as a “hard” science. They provided an en- 
gineering style theory of the user, introducing the GOMS 
methodology [10]. An example of this in use is given by 
Parsons et al. [11]. Carroll & Campbell [12] criticized 
this approach as too empirical and advocated a more tra- 
ditional scientific approach. With the current availability 
of eye-tracking and EEG equipment this approach will 
become more likely than in the past due to the use of this 
equipment for control of robotic devices [13,14]. The 
second different view of how the user interacted with the 
machine was that of a design science, a view promul- 
gated by Carroll & Campbell [12] who formulated arte- 
fact theory as an alternative view to Goals, Operations, 
Methods and Selection (GOMS). Wright & Monk [15] 
attributed the problem of traditional hypothesis-test ex- 
periments to the lack of generality of results gained 
through these methods. They advocated observation as a 
method. The method is called observation-intervention 
pairs. This can be seen as a craft based exercise [16]. The 
third methodology is to see HCI as an engineering dis-
cipline [17,18]. In this approach problems are solved by 
specifying and implementing designs. Such engineering 
knowledge is formal, codified and operational, defined 
by a set of engineering principles as in other engineering 
disciplines. 

Key ideas that have informed the progress of HCI and 
accessibility research are the concepts of cognitive sci- 
ence and the idea that mental models are held by the user 
[19]. The first engineering model of a human operator 
was devised by Craik [20] who looked at the use of hu-
man control systems. The original work on mental mod-
els by Johnson-Laird [21] has now been extended, for 
example, to provide the Human Processor Model [10], 
ACT-R [22] and the Queuing Network-Model of the 
Human Processor [23]. This last model has been used 
successfully to model human driver response in a driving 
simulator. These models predict how the operator res- 
ponds under certain conditions. Detailed measured phys-
ical responses can now be used to validate these models. 

Sasse [16] compares a number of empirical user model 
studies. Criticism of these studies is mainly about the 
over-reliance on performance data and a lack of ecologi- 
cal validity of the findings stemming from the use of ar- 
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tificial devices and tasks; focussing on novice users only 
and the small number of users involved. 

Current practice in the HCI community [24] is to con- 
sider User-Centred Design as a major plank in the de- 
velopment of a computer interface. This was extended to 
include those who have access difficulties [25-28]. Re- 
quirements for this generalisation to universal access 
were given by Stephanidis & Savidis [29]. While unified 
interface design using task analysis is described by Savi-
dis & Stephanidis [30]. 

How then do the methods used in universal access fit 
into the research paradigms described in Subsection 2.1? 
Many of the papers (e.g. describing work fit into engi- 
neering type research, where a model of how the user 
“sees” the interface is examined and then the interface is 
designed to fit using a set of protocols, evaluated and 
compared to the standards in ISO 13407 [31,32]. A sec- 
ond set of papers describe a process whereby the evalua- 
tion is a measured empirical evaluation [33,34]. 

Research in universal access fits into the three bands 
of postpositive research, mainly in the area of mental 
models, the participatory paradigm and the pragmatic, 
largely engineering approaches. In the engineering ap- 
proach the way the design is arrived at is not clearly un- 
derstood nor are there really foolproof routines for ach- 
ieving a particular goal. This is one gap where System 
Dynamics can assist the designer. The way SD operates 
is to act as a set of thought experiments. 

3. System Dynamics 

We will look at a powerful technique [1], System Dy- 
namics, which is a modelling technique invented by J. 
Forrester in the 1950’s at Massachusetts Institute of 
Technology and was initially devised to aid the man- 
agement of large corporations involved in defence pro- 
grammes [35]. It was rapidly applied to urban and global 
modelling resulting in a world model, which in the late 
1970’s predicted global concern for diminishing re- 
sources. SD has been applied to many areas of interact- 
tion between humans and systems. It has been applied to 

software start-up to obtain product development lead 
times [36] and to analyse peer-to-peer technology [37]. 
Elf et al. [38] have examined collaborative design using 
System Dynamics using a case study in stroke care. And 
very recently Hurtado, Ruiz and Torres [39] have used 
SD to simulate the heuristic evaluation of usability. 
These show the wide range of issues examined with SD. 

Wolstenholme [40] decribes System Dynamics as: 
“A rigorous method for qualitative description, explo- 

ration and analysis of complex systems in terms of their 
processes, information, organizational structure and 
strategies; which facilitates simulation modelling and 
quantitive analysis for the design of system structure and 
control”. 

This definition is expanded in Table 1 taken from 
Wolstenholme. 

Table 1 splits System Dynamics into three parts, the 
first is the qualitative phase where the basic structures 
and dependencies of the problem are understood and spe- 
cified. Many universal access problems have initial ph- 
ases where procedural approaches are necessary. In this 
phase of the project the technique of QSD has the pros-
pect of aiding the subsequent testing programme by pro-
viding an understanding of the key causal links and 
feedback paths. 

The main objective of a System Dynamics examina- 
tion is to understand how the organisation of a system 
affects its performance. Individual events in such sys- 
tems, for example, the placing of an order or shipping of a 
product are discrete events. System Dynamic studies co- 
ncatenate these events and treat them as a continuous 
system, which can be solved with a continuous simulation 
package. 
 Principally the SD method is concerned with causal 

relationships. Which physical event leads to a deci-
sion or action? It is especially interested in establi- 
shing whether a feedback loop is present (i.e. if the 
system is open or closed) and if this is positive or 
negative feed back. In any system instability is cau- 
sed by excessive delays in information transmission. 

Table 1. System dynamics a subject summary from [40]. 

Qualitative system dynamics Quantitative system dynamics 

(diagram construction and analysis phase) 
(Simulation phase) 

Stage 1 Stage 2 

1. of existing/proposed systems  
1. To examine the behaviour of all system 
variables over time. 1. To examine alternative system structures and 

control strategies based on  

• Intuitive ideas 

• Control theory analogies 

• Control theory algorithms: in terms of non- 
optimising robust policy design 

2. To create and examine feedback loop 
structure 

2. To examine the validity and sensitivity of 
the model to changes in  

• Information structure 

• Strategies 

• Delays and uncertainties 

3. To provide a qualitative assessment of 
the relationship between system process 
structure, information structure, delays or- 
ganizational structure and strategy  
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This is true whether the system deals with hard-
ware or economic matters. 

 There are three primary features that are identified, 
the levels, rates and delays present in the system. 
These were represented diagrammatically by Forre-
ster, referred to as influence diagrams (although 
others are also in use). 

 A System Dynamics model consists of a set of dif-
ference or differential equations that can be solved 
either with the original computer package DYNAMO, 
developed at MIT by Forrester’s’ team or by more 
recent software such as STELLA, VEN- SIM and 
others. It is perfectly possible to use a regular CSSL 
package or to use a spreadsheet to solve these prob-
lems. 

 The structure of the model is often represented as a 
linear model but the physical processes identified 
are always non-linear. 

 System Dynamics has been widely criticised, on the 
one hand by the hard systems analysts for not being 
rigorous enough and on the other by the soft sys-
tems scientists for being too rigorous. 

 One problem is that Forrester has postulated that 
ALL systems can be described by these simple mo- 
dels, not just human systems. He has a substantial 
measure of evidence on his side. Biological sys- 
tems have been modelled by control systems equa-
tions and a substantially accurate picture results, 
certainly allowing for the adaptive nature of the 
system. The principle argument is in the nature of 
the feedback and identifying the delays in the sys-
tem. 

 A more substantial criticism of SD is the problem of 
validation. Since it is often difficult to obtain accu-
rate and sufficient parametric data it is hard to vali-
date the results. Forrester was originally not expe- 
cting to achieve great accuracy, but was seduced by 
the overall trends indicated by the simulations he 
made. Most of the models turn out to be quite sensi-
tive to parametric variations. However, overall tr- 
ends in system behaviour are predicted quite well 
by these SD models. 

 The real difficulty is in the initial phase, identify-
ing the parts of the system. This is in fact the dif-
ficulty faced with all the system modelling tecni-
ques [41,42]. As stated by many critics it is diffi-
cult for the operator to divorce themselves from 
their particular view of the system. 

With all these criticisms in place there are many ex- 
amples of very successfully modelling using SD tech- 
niques. The use of Qualitative SD modelling has in re- 
cent years become even more important [43,44]. This has 
recently been extended to QPID (Qualitative politicized 

Influence Diagrams) [45,46]. 
This more recent technique attaches labels to the actor 

who are most able to influence the decision process al- 
lowing judgements to be made about the likelihood of ac- 
tion. 

3.1. Qualitative System Dynamics 

A system for study needs to be clearly defined with the 
objective unambiguously stated. The initial conditions 
(or reference mode) also need to be listed. System dy- 
namics diagrams can be created in a number of ways. 
They can be started from an identification of feedback 
loops and states with the other system variables or by fo- 
cusing on the processes and information elements. These 
can be carried out using the influence diagrams as in 
Figure 1 but these do not assist in carrying out a clas- 
sification of the system. The third method uses two sep-
arate functions within the model to identify the resource 
flows and information flows. 

Figure 1 illustrates how the interaction between in- 
formation, knowledge debate and actions are connected. 
When modelling and simulation become part of the de- 
bate the situation becomes rapidly more complex, with 
the interplay between the elements described. With the 
simulation model a “microworld” can be devised to al- 
low role play to be acted out or a game of the real world 
can be created to allow training of individuals within the 
particular regime. 

An example of resource flows is shown in Figure 2(a), 
where the flow of patients in a hospital is considered and 
the corresponding influence diagram is shown in Figure 
2(b). The resource flow is represented by pipe flows 
from and infinite resource (the cloud symbols and goes to 
an infinite sink (cloud). The rate at which changes occur 
are controlled by the (water) valves. The levels or states  

Problem

Debate

Action

Map

Knowledge

T heory

Information  

Figure 1. Microworld for policy debate provided by system 
dynamics adapted from [47]. 
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are indicated by the blocks. The polarity attached to the 
arrows in the influence diagrams indicates that a increas-
ing the arrow variable causes a positive increase in the 
attached to variable. Consequently when a closed loop is 
formed a loop containing an even number of sign chan- 
ges is positive and one with odd number is a negative 
loop. Positive loops tend to allow a variable to increase 
without a linear bound and negative loops are self stabi-
lising. 

The application of these principles to get a complete 
picture is not easy and requires some experience and trial 
and error. In most cases where SD is applied a large team 
of people is normally consulted to ensure a representa- 
tive picture of the system. 

Forrester [48] asserts that the inherent data available 
about a particular problem in the mental database is 
much greater than that available in written form. This in 
turn is greater than the information in the numerical da- 
tabase. From the mental and written database comes the 
purpose for the model. The motivation is defined by the 
need for some system improvement. A structure has a 
given purpose which dictates a type of behaviour. This is 
contrasted with the real world and the explanation is 
found wanting. The discrepancies lead to changes in pol-
icy which again modify the system behaviour. The model 
is again altered until better agreement is achieved.  

This procedure is shown diagrammatically in Figure 3. 
Wolstenholme gives a list of the steps usually found in 
the sequence of operations (Table 2). 

4. Applying QSD to Accessibility 

Here we give some illustrative examples. They are meant 
to show how the task might be tackled to illustrate the 
methodology. They like all models are not complete, 
merely useful at a particular time and for a particular pur- 
pose. The first example comes from a prior application to 
model the interface for a rehabilitation robot. This sh- 
owed a number of useful approaches and brought into 
sharp contrast the limitations of conventional approaches. 
The second example given is to try and ascertain how the 
design process of accessible devices may be considered 
in the development time period. 

The first stage of any system dynamics analysis is to 
identify the levels or states under investigation. This 
leads to an identification of the rates of change and then 
to assess the feedback paths, with appropriate reinforcing 
and counteracting loop. 

In the qualitative phase the values of parameters may 
not be necessary to evaluate the qualitative effects of the 
system. 

An example used in the work of Hurtado, Ruiz and 
Torres [39] (Figure 4) considers the problem of Heuris 
tics evaluation of usability. The purpose of the model 

Table 2. Steps in the modular approach to SD model crea- 
tion from [40]. 

1. Recognise the key variables associated with the observed symp- 
toms of concern and the need for enquiry. 

2. Identify some of the initial state resources needed. 

3. Identify some of the initial states of each resource. 

4. Construct resource flow modules for each resource, containing 
the identified states (levels) and their associated rates of conver- 
sion. 

5. If more than one state of a resource is involved cascade flow 
modules together to produce a chain of resources or transfer. 

6. For each module or set of cascaded modules identify the intra 
module behaviour/information and control (policy) links by which 
the levels affect the rates. 

7. Identify similar behavioural/information and control links be- 
tween modules of different resource types. 

8. Identify any new states of existing resources, or new resources, 
which affect the rates of the modules created or new key variables, 
and add these to those identified in 1 & 2. Reiterate as necessary. 

 

 
(a) 

 
(b) 

Figure 2. (a) Pipe diagram for hospital; (b) Influence dia-
gram for Figure 2(a). 
 

 

Figure 3. Creating a system dynamics model from [48]. 

was to analyse how the number, expertise and dedication  
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of evaluators affects the behaviour of the method over  
time, producing a single set of detected usability prob- 
lems. The qualitative part of the SD model illustrates the 
reinforcing and balancing loops found in the method. The 
principal result of the numerical evaluation is a limit to 
the problems that can be found. Overall the simulation 
allows the investigators to try out the effects of different 
decision processes on the overall success. 

4.1. Human Monitoring of Automation 

A qualitative model [49] (Figure 5) was used to inform a 
research programme in rehabilitation robotics. 

1) Recognise the key variables associated with the ob-
served symptoms of concern and the need for enquiry. 

The main requirement is overall system reliability. 
This has main contributions from the machine reliability, 
which can be designed into the system and human super- 
visory capability (HSC). Both of these contribute posi- 
tively to the overall system capability. HSC is itself a 
function of mental workload, stress and, as we have seen 
above, on the length of time since the last machine fail- 
ure. As this time increases the HSC deteriorates. The 
main purpose was to evaluate how the various machine 
and human attributes affected the over-all reliability. 
Some progress was made in the direction of obtaining 
quantitative data. 

2) Identify some of the initial state resources needed. 
The mental workload depends on external inputs (EI); 

the lack of a good model (LGM); human produced noise 
(HPN); lack of interpretation of criteria (LIC); human 
motor noise (HMN) and variable system properties (VSP). 
All of these contribute positively to mental workload. 

3) Identify some of the initial states of each resource. 
The initial condition of the operator is that they are 

fresh and coping with the pressure. The model examines 
how this condition is changed. Stress contributes to the 
increase of motor noise as does fatigue. Fatigue also in- 
creases human produced noise. Training can reduce the 
effects of a poor mental model of the system. Fatigue is 
increased by time on the job and by an excessive previ- 
ous work pattern. 

4) Construct resource flow modules for each re- 
source, containing the identified states (levels) and their 
associated rates of conversion. 

The overall model is shown in Figure 5. The model is 
constructed top down from the required main problem 
system reliability. 

5) If more than one state of a resource is involved 
cascade flow modules together to produce a chain of 
resources or transfer. 

6) For each module or set of cascaded modules iden- 
tify the intra module behaviour/information and control 
(policy) links by which the levels affect the rates. 

This could not be achieved totally in this case due to 
incomplete information, but could lead to a succession of 
relevant experiments. 

7) Identify similar behavioural/information and con- 
trol links between modules of different resource types. 

All the factors that affect mental workload affect it in 
the same way increasing the load either by human motor 
noise or vigilance effects for example. 

8) Identify any new states of existing resources, or new 
resources, which affect the rates of the modules created 
or new key variables, and add these to those identified in 
1 & 2 Reiterate as necessary. 

Good design is an example of an addition to the origi- 
nal concepts used elsewhere. It is a design that provides 
an effective working system for the user and may have 
greater commercial benefit as well as being sustainable. 

Good design is improved by comprehensive require- 
ments while good design reduces the effects of poor dis- 
play and reduces conflicting tasks. In turn these increase 
LIC and HPN respectively. 

Good design reduces variable system properties and is 
informed by human supervisory capabilities. 

This model provides a series of pathways to enable 
system designers to see how parts of the system interact 
with one another. 

How could this model be developed further? Some of 
the pathways have no data as yet that could be used to 
provide a numerical model. 

The effect of excessive work and of cumulative time 
on the job on fatigue is fairly well studied and could be 
represented. 

The higher level elements of this model have consid- 
erable work already produced as detailed in [50]. 

Training can alter mental models and some dynamic 
data is available [51]. 
Experimental data required 
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Figure 4. Heuristic model of hurtado et al.. [39]. 
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Figure 5. Human monitoring of automation QSD model. 

 
These include the effect of design on workload para-

meters and the effect of good design on variable system 
properties. 

The effect of poor displays is well known for static 
cases but not well studied for dynamic case. 

4.2. Researcher/User Interaction with 
Accessibility Design 

The initial phase of any product development life-cycle- 
consists of the birth of the idea, which is the recognition 
that a potential product can satisfy some underlying need 
of society. What follows is based on the pioneering work 
of Roberts [52]. The user need for a product relates first 
to the satisfaction of physical needs of the user and later 
to their psychological needs. The usefulness of any pro- 
duct (and the ideas behind it) varies with time (Figure 6). 
Prior to some point in time there is no perceived need for 
that product. 

Researchers and other decision makers possess know-
ledge that they have gained from the outside world (Fig-
ure 7). This information is distorted, biased and de- 
layed by the environment. In addition to this it may take 
them some time to reach a point where they can make 
sense of this information. In dealing with this problem, 
we have to allow for the whole psychological nature of 
perception. What may be a good idea for one person may 
be so appealing to another. It is not just a factor of the 
environment but also of their past experience and their 
needs, goals and capabilities. Any organisation or indi- 
viduals’ perception of the need for a concept depends on 

the ideas intrinsic value. However that is measured. Al- 
though the new concept may be developed and a working 
product developed from this research it may not be ac- 
cepted by the user, certainly not immediately. 

In this version of the process we were interested in the 
effect of timing of user feedback on the design process 
and whether we could obtain any measure of the impor- 
tance of such timing. Initially the research has not been 
done and a concept is not there to be turned into a use- 
able product. The two parts of the process are related 
since they deal with how people respond to situations, in 
this case the reaction to a perceived problem (Figure 7) 
and proposed solutions (Figure 8). These are connected 
by the design process which can be simply modelled as 
in Figure 9. 

The researcher has a level of recognition of the pro- 
blem value. This is increased by the rate of recognition of 

 

 
Figure 6. Underlying need for a product. 
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Figure 7. QSD model of researcher perception. 
 

 

Figure 8. QSD model of user perception. 
 

 

Figure 9. QSD model of relation of design to researcher and user perception. 
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the problem value (in whatever measures we wish to use). 
This rate of change is informed by the intrinsic value of 
the problem (in this case the problem of accessibility to 
the computer), and by the level itself. There is a delay in 
the recognition process, which varies from researcher to 
researcher and from problem to problem. A projected fu- 
ture value of the problem, for example depending on the 
number of likely users and what legislation may come 
into force depends on the existing level and on the proje- 
ction horizon of the researcher. This itself depends on the 
willingness of the researcher to accept risks and to the 
planning period, may be the next grant period only but 
may be a national trend decision. This leads to an esti- 
mated future value of the problem as recognized by the 
researcher after a delay. 

The level of the current solution value by the user in 
Figure 7 is increased by the rate of recognition, which it- 
self is dependent on the capability of the user, a function 
of training, and the level appreciated by the user with a 
delay. This affects the projected future solution value by 
the user. This depends on the projected horizon of the 
user, a function of the users’ willingness to accept risk 
and the awareness period of the user. 

The estimated future value of the solution as appreci- 
ated by the user is subject to a further delay due to the 
time it takes to recognise the benefits of the solution. 

When the researcher (Figure 9) has recognised the 
problem the designer, if it is the same person will de- 
velop design solutions at a rate dependent on the level of 
the original value, the design experience of the designer, 
the standards appertaining and feedback from the users, 
all subject to delays in recognising these effects. Only a 
fraction of the virtues of these solutions are recognised 
by the user and it will take some time before these vir- 
tues become apparent. 

4.3. Lessons to be Learned from the Models 

The full value of the problem may never be recognised 
by the researcher if the delay is too large. The real value 
of the problem may never become apparent if the plan- 
ning horizon of the researcher is too limited by a short 
planning period or if they are unwilling to take sufficient 
risks. Our appreciation of real research targets may be 
unrealised by too short project deadlines. The user on the 
other hand may not be able to appreciate the solution if 
their capability is too limited. This can be improved with 
the right sort and timeliness of training. The delay can be 
reduced with regular updates of information to the user 
community from researchers. The full potential of the 
proposed solution can be disseminated to the user by ex- 
panding their horizon, by education and community sup- 
port. 

The solution model proposed in Figure 8 implies that 

the solution is only generated after the problem has been 
fully recognised. This means that early information feed- 
back from the users will allow for a more rapid and com-
plete generation of solutions. Staring to generate solu-
tions before the problem is fully appreciated may gener-
ate fuller solutions but may in fact hinder the gen- eration 
of a better i.e. more complete solution. This would need 
to be numerically modelled to answer the question fully. 

5. Procedure for QSD in Accessibility 

The following section lays out the practical approach to 
Qualitative Systems Dynamics that can be used in acces- 
sibility research. Two very useful books by Anderson & 
Johnson [53] and by Kim [54] may be consulted to gain 
further insight. 
 Define the accessibility problem to be solved. 
 Decide which variables best describe the problem 

under consideration; list them all as far as you can 
ascertain their influence. 

 Use nouns as far as possible and be positive or neu-
tral rather than negative to allow the right sense of 
influence to be decided (e.g. attention span; visual 
acuity). 

 Identify how these variable influence/interact with 
each other to affect the problem specified. 

 Identify reinforcing loops or stabilising loops beha-
viour within the system. 

 Select a time horizon and visualise how these va-
riables might behave over time. 

 Sketch the likely responses. 
 Compare this with any evidence you have about the 

way the problem is recognized. 
 Iterate the connections and effects until you are 

confident you have identified key parameters and 
connective behaviour. 

 Examine “what if” choices that may be possible to 
remove or improve the problem. 

6. Why should We Use Qualitative System 
Dynamics and What does it Offer 
Universal Access 

The first reason is that it offers a unique perspective on 
the process of understanding the problem, particularly 
allowing the practitioner to explain their ideas to the user 
[55]. 

This approach can eliminate possible design solutions 
before considerable effort has been spent on them. 

It can lead to a shared group understanding of the is- 
sues from both the practitioners and customer focus us- 
ing a diagrammatic form that is easily understood by all. 
Richardson and Andersen [56] give examples of how this 
is achieved in practice for social problems. 

This last point seems to the author as the crucial aspect 
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missing from rival schemes of deriving usability models 
such as cognitive walkthroughs. These issues of under- 
standing the customer focus rely normally on how well 
the designer can explain their concepts before they have 
really understood the problem. Often users feel they have 
not been able to part of the problem analysis and there- 
fore do not take ownership of the solutions offered. 
To sum up: 

QSD has a common core of concepts applicable to all 
universal access problems i.e. the idea of stocks, flows 
and feedback with the relevant causal relationships. This 
will lead practitioners to develop expertise by repetition 
of process applied to different examples in universal ac- 
cess, using a common methodology. 

It shares communication directly with the user or im- 
portant stakeholders, a key concept in the failure of many 
examples of current practice in IT. 

It allows identification, uniquely, as a routine, of the 
unintended consequences. 

It facilitates subsequent quantitative modelling to mea- 
sure performance if required. 

7. Conclusions 

All problems that require solving have time effects. The 
main feature of QSD is that the perceived measures of an 
idea or concept have to be considered when examining 
how these ideas can be implemented. What has been illu-
strated here is that the techniques of Qualitative System 
Dynamics can be used in problems such as accessibility 
with the benefit of allowing various policy decisions to 
be investigated. Simple time dependent models of re-
search can be proposed that will allow parameters to be 
investigated in a rigorous causal methodology. The ex-
amples shown here illustrate some simple decisions that 
can be taken to improve the accessibility of interface de- 
sign. 
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