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#### Abstract

By using Schauder's Fixed Point Theorem, we study the existence of traveling wave fronts for reaction-diffusion systems with spatio-temporal delays. In our results, we reduce the existence of traveling wave fronts to the existence of an admissible pair of upper solution and lower solution which are much easier to construct in practice.
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## 1. Introduction

Traveling wave solutions, usually characterized as solutions invariant with respect to translation in space, have attracted much attention due to their significant nature in science and engineering [1-18]. In which, the theory of wave fronts of reaction diffusion systems is an important part, and its history traces back to the so-called FisherKPP equation, the celebrated mathematical works by P. A. Fisher and by Kolmogorov, Petrovskii and Piscunov. Since then, lots of papers are devoted to the study of traveling wave solutions of reaction diffusion systems, and various research methods come forth.
The present paper is mainly devoted to tackle the existence of traveling wave front solutions of the following reaction diffusion system with spatial-temporal delays and with some zero-diffusive coefficients,

$$
\begin{align*}
\frac{\partial U(t, x)}{\partial t}= & D \frac{\partial^{2} U(t, x)}{\partial x^{2}}  \tag{1.1}\\
& +F\left(\left(g_{1} * U\right)(t, x), \cdots,\left(g_{m} * U\right)(t, x)\right)
\end{align*}
$$

where $t \geq 0, x \in \mathbb{R} ; D=\operatorname{diag}\left(d_{1}, \cdots, d_{n}\right), \sum_{i=1}^{n} d_{i}^{2} \neq 0$,
$d_{i} \geq 0, U(t, x)=\left(u_{1}(t, x), \cdots, u_{n}(t, x)\right)^{\mathrm{T}}$,
$F=\left(f_{1}, \cdots, f_{n}\right)^{\mathrm{T}} \in\left(\mathbb{R}^{2}, \mathbb{R}^{n}\right)$,
$\left(g_{j} * U\right)(t, x)=\int_{-\infty}^{t} \int_{-\infty}^{+\infty} g_{j}(t-s, x-y) U(s, y) \mathrm{d} y \mathrm{~d} s$,
$j=1, \cdots, m$.
Here the kernels of convolutions $g_{j} * U(j=1, \cdots, m)$,
satisfy

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{j}(s, y) \mathrm{d} y \mathrm{~d} s=1,  \tag{1.2}\\
& g_{j}(t, x) \geq 0, \quad(t, x) \in \mathbb{R}_{+0} \times \mathbb{R} .
\end{align*}
$$

And the kernels used frequently in the reference are as follows

1) $g_{j}(t, x)=\delta(t) \delta(x)$;
2) $g_{j}(t, x)=\delta(t) p_{j}(x)$;
3) $g_{j}(t, x)=\delta\left(t-\tau_{j}\right) \delta(x)$;
4) $g_{j}(t, x)=q_{j}(t) \delta(x)$;
5) $g_{j}(t, x)=\delta\left(t-\tau_{j}\right) p_{j}(x)$.

The remaining part of this paper is organized as follows. In the next section, some preliminaries are given. In Section 3, we state and prove the main result of this paper.

## 2. Preliminaries

A traveling wave solution of (1.1) is a special translation invariant solution of the form $U(t, x)=\Phi(x+c t)$, where $\Phi \in C^{2}\left(R, R^{n}\right)$ is the profile of the wave that propagates through the one-dimensional spatial domain at a constant velocity $c>0$. If $\Phi$ is monotone and satisfies the asymptotic boundary conditions $\lim _{s \rightarrow-\infty} \Phi(s)=U^{-}$ and $\lim _{s \rightarrow+\infty} \Phi(s)=U^{+}, \quad U(t, x)=\Phi(x+c t)$ is called a
wave front of (1.1), where $U^{-}=\left(u_{1}^{-}, \cdots, u_{n}^{-}\right)^{\mathrm{T}}$, $U^{+}=\left(u_{1}^{+}, \cdots, u_{n}^{+}\right)^{\mathrm{T}} \in \mathbb{R}^{n}, U^{-}<U^{+}$, and $U, U^{+}$are equilibria of system (1.1). If $Y<Z$, we also denote

$$
B C[Y, Z]:=\left\{\Phi \in C\left(\mathbb{R}, \mathbb{R}^{n}\right): Y \leq \Phi(t) \leq Z, t \in \mathbb{R}\right\}
$$

Let $\|\cdot\|$ be the supremum norm in $\mathbb{R}^{n}$ and $C\left([a, b] ; \mathbb{R}^{n}\right)$, and

$$
\begin{aligned}
& B C\left(\mathbb{R} ; \mathbb{R}^{n}\right):=\left\{\Phi \in C\left(\mathbb{R} ; \mathbb{R}^{n}\right): \sup _{t \in \mathbb{R}}\|\Phi(t)\|<\infty\right\} \\
& B C_{\mu}\left(\mathbb{R} ; \mathbb{R}^{n}\right):=\left\{\Phi \in C\left(\mathbb{R} ; \mathbb{R}^{n}\right): \sup _{t \in \mathbb{R}}\|\Phi(t)\| e^{-\mu|t|}<\infty\right\} \\
& B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right):=\left\{\Phi: \max _{d_{i}>0} \sup _{t \in \mathbb{R}}\left\{\left|\phi_{i}^{\prime \prime}(t)\right|\right\}<\infty, \Phi, \Phi^{\prime} \in B C\left(\mathbb{R} ; \mathbb{R}^{n}\right) \sup _{t \in \mathbb{R}} \text { and } \phi^{\prime \prime} \in C(\mathbb{R} ; \mathbb{R}), \text { here, } d_{i}>0\right\}
\end{aligned}
$$

where $\mu$ will be given in the next section. Obviously, $B C\left(\mathbb{R} ; \mathbb{R}^{n}\right), B C_{\mu}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ and $B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ are $\mathrm{Ba}-$ nach spaces respectively with the norms

$$
\begin{aligned}
& \|\Phi\|_{0}:=\sup _{t \in \mathbb{R}}\|\Phi(t)\|, \Phi \in B C\left(\mathbb{R} ; \mathbb{R}^{n}\right) \\
& \|\Phi\|_{\mu}:=\sup _{t \in \mathbb{R}}\|\Phi(t)\| \mathrm{e}^{-\mu|t|}, \Phi \in B C_{\mu}\left(\mathbb{R} ; \mathbb{R}^{n}\right), \\
& \|\Phi\|_{2}:=\max _{d_{i}>0}\left\{\left\|\Phi_{0}\right\|,\left\|\Phi_{0}^{\prime}\right\| \sup _{t \in \mathbb{R}}\left\{\left|\phi_{i}^{\prime \prime}(t)\right|\right\}\right\}, \Phi \in B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right) .
\end{aligned}
$$

Substituting $U(t, x)=\Phi(x+c t)$ into (1.1) and denoting still by $t$ the traveling coordinate $x+c t$, we obtain the corresponding wave equations

$$
\begin{align*}
& c \Phi^{\prime}(t)=D \Phi^{\prime \prime}(t)+F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)  \tag{2.1}\\
& t \in \mathbb{R}
\end{align*}
$$

where $c>0$ is velocity, $\sum_{i=1}^{n} d_{i}^{2} \neq 0, \quad d_{i} \geq 0, \quad i=1, \cdots, n$; and

$$
\begin{equation*}
\left(g_{j} * \Phi\right)(t)=\int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{j}(s, y) \Phi(t-y-c s) \mathrm{d} y \mathrm{~d} s \tag{2.2}
\end{equation*}
$$

Without loss of generality, we assume
$U^{-}=\mathbf{0}=(0, \cdots, 0)^{\mathrm{T}}, \quad U^{+}=\boldsymbol{K}=\left(K_{1}, \cdots, K_{n}\right)^{\mathrm{T}}$, the asymptotic boundary conditions are replaced by

$$
\begin{equation*}
\lim _{t \rightarrow-\infty} \Phi(t)=0, \lim _{t \rightarrow+\infty} \Phi(t)=\boldsymbol{K} \tag{2.3}
\end{equation*}
$$

In the following, we list the basic assumptions of this paper:
$\left(\mathrm{A}_{1}\right) \quad F(\mathbf{0}, \cdots, \mathbf{0})=F(\boldsymbol{K}, \cdots, \boldsymbol{K})=0$.
$\left(\mathrm{A}_{2}\right)$ There exist positive constants $\sigma_{j} \leq 1$ and $L_{j}$, such that for all $Y_{j}, Z_{j} \in[\mathbf{0}, \boldsymbol{K}], j=1, \cdots, m$,

$$
\begin{equation*}
\left\|F\left(Y_{1}, \cdots, Y_{m}\right)-F\left(Z_{1}, \cdots, Z_{m}\right)\right\| \leq \sum_{j=1}^{m} L_{j}\left\|Y_{j}-Z_{j}\right\|^{\sigma_{j}} \tag{2.4}
\end{equation*}
$$

$\left(\mathrm{A}_{3}\right)$ There exists an constant $\beta>0$ such that for $j=1, \cdots, m$, and $\Phi \in B C[-\boldsymbol{K}, \boldsymbol{K}]$,

$$
\int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{j}(s, y)\|\Phi(t-y-c s)\| \mathrm{d} y \mathrm{~d} s \leq \beta\|\Phi\|_{\mu} \mathrm{e}^{\mu|t|}
$$

$\left(\mathrm{A}_{4}\right)$ One of the following two cases holds.
$\left(\mathrm{A}_{4}^{1}\right) \quad \int_{0}^{+\infty} g_{j}(t, x) \mathrm{d} t$ is uniformly convergent for $x \in[-a, a]$, where $a>0$, i.e., for given $\varepsilon>0$, there exists $b>0$ s.t. $\int_{b}^{+\infty} g_{j}(t, x) \mathrm{d} t<\varepsilon$ for all $x \in[-a, a]$, $j=1, \cdots, m$.
$\left(\mathrm{A}_{4}^{2}\right) \quad \int_{-\infty}^{+\infty} g_{j}(t, x) \mathrm{d} x$ is uniformly convergent for $t \in[0, b]$, where $b>0$, i.e., for given $\varepsilon>0$, there exists $a>0$, s.t. $\int_{a}^{+\infty} g_{j}(t, x) \mathrm{d} x<\varepsilon$ and $\int_{-\infty}^{a} g_{j}(t, x) \mathrm{d} x<\varepsilon$ for all $t \in[0, b], \quad j=1, \cdots, m$.
(A) There exists a matrix $\gamma=\operatorname{diag}\left(\gamma_{1}, \cdots, \gamma_{n}\right), \gamma_{i} \geq 0$, s.t.

$$
\begin{align*}
& F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)+\gamma \Phi(t) \\
& \geq F\left(\left(g_{1} * \Psi\right)(t), \cdots,\left(g_{m} * \Psi\right)(t)\right)+\gamma \Psi(t) \tag{2.5}
\end{align*}
$$

where $t \in \mathbb{R}$ and $\Phi, \Psi \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ satisfy
$\hat{\mathbf{0}} \leq \Psi \leq \Phi \leq \hat{\boldsymbol{K}}$, here and in the sequel, $\hat{U}$ denote the constant vector function on $\mathbb{R}$, taking the value $U=\left(u_{1}, \cdots, u_{n}\right)^{\mathrm{T}} \in \mathbb{R}^{n}$.

At the end of this section, we give the following two useful lemmas.

Lemma 2.1. [8] Let $x: \mathbb{R}_{+0} \rightarrow \mathbb{R}$ be a differentiable function. If $\liminf _{t \rightarrow \infty} x(t)<\lim _{t \rightarrow \infty} \sup x(t)$, there are sequences $\left\{s_{n}\right\}_{n=1}^{\infty}$ and $\left\{t_{n}\right\}_{n=1}^{\infty}$ with $\lim _{n \rightarrow \infty} s_{n}=\lim _{n \rightarrow \infty} t_{n}=\infty$ s.t.

$$
\left\{\begin{array}{l}
\lim _{n \rightarrow \infty} x\left(s_{n}\right)=\liminf _{t \rightarrow \infty} x(t) \text { and } x^{\prime}\left(s_{n}\right)=0, \\
\lim _{n \rightarrow \infty} x\left(t_{n}\right)=\lim _{t \rightarrow \infty} \sup x(t) \text { and } x^{\prime}\left(t_{n}\right)=0
\end{array}\right.
$$

Lemma 2.2. [3,8] Let $a \in \mathbb{R}$, and $x:[a,+\infty) \rightarrow \mathbb{R}$ be a differentiable function. If $\lim _{t \rightarrow \infty} x(t)$ exists (finite) and the derivative function $x^{\prime}(t)$ is uniformly continuous on $[a,+\infty)$ then $\lim _{t \rightarrow \infty} x^{\prime}(t)=0$.

## 3. Main Theorem

First, we introduce the definition an upper-lower solution of wave Equations (2.1)

Definition 3.1. A continuous function $\bar{\rho}=\left(\bar{\rho}_{1}, \cdots, \bar{\rho}_{n}\right)$ $\mathbb{R} \rightarrow \mathbb{R}^{n}$ is called an upper solution of (2.1), if $\bar{\rho}_{i}^{\prime}(t)$ and $\bar{\rho}_{i}^{\prime \prime}(t)$ (if $d_{i}>0$ ) exist almost everywhere and they are essentially bounded, and $\bar{\rho}_{i}$ satisfies almost everywhere on $\mathbb{R}$

$$
\begin{equation*}
c \bar{\rho}_{i}^{\prime}(t) \geq d_{i} \bar{\rho}_{i}^{\prime \prime}(t)+f_{i}\left(\left(g_{1} * \bar{\rho}\right)(t), \cdots,\left(g_{m} * \bar{\rho}\right)(t)\right) \tag{3.1}
\end{equation*}
$$

A lower solution $\underline{\rho}=\left(\underline{\rho}_{1}, \cdots, \underline{\rho}_{n}\right)$ of $(2.1)$ can be given in a similar way by reversing the inequality in (3.1).

For wave equations (2.1), we have the following results.

Proposition 3.1. Assume $\left(\mathrm{A}_{2}\right)$ holds. If wave equations (2.1) have a monotone solution $\Phi \in C\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ satisfying $\lim _{t \rightarrow-\infty} \Phi(t)=V_{-}$and $\lim _{t \rightarrow-\infty} \Phi(t)=V_{+}$, where
$0 \leq V_{-} \leq V_{+} \leq K, \quad V_{-}, V_{+} \in \mathbb{R}^{n}$ then

$$
F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)
$$

is uniformly continuous in $\mathbb{R}$.
Proof. It is not difficult to show $\Phi(t)$ is uniformly continuous in $\mathbb{R}$, then we know that $\forall \varepsilon>0$ sufficiently small $\left(\varepsilon<m L, L=\max _{1 \leq j \leq l} L_{j}\right)$, there is a constant $\delta$, s.t. for $t_{1}, t_{2} \in \mathbb{R}$ and $\left|t_{1}-t_{2}\right|<\delta$,

$$
\left\|\Phi\left(t_{1}-y-c s\right)-\Phi\left(t_{2}-y-c s\right)\right\|<(\varepsilon / m L)^{1 / \sigma}
$$

where $s \geq 0, \quad y \in \mathbb{R}, \quad \sigma=\min _{1 \leq j \leq l} \sigma_{j}$, and $\sigma_{j}(j=1, \cdots, m)$ are given in $\left(\mathrm{A}_{2}\right)$. In addition, we can obtain

$$
\begin{aligned}
& \left(g_{i} * \Phi\right)\left(t_{1}\right)-\left(g_{i} * \Phi\right)\left(t_{2}\right) \\
& \left(g_{i} * \Phi\right)\left(t_{1}\right)-\left(g_{i} * \Phi\right)\left(t_{2}\right) \in[0, K], j=1, \cdots, m
\end{aligned}
$$

Then by $\left(\mathrm{A}_{2}\right)$, we have

$$
\begin{aligned}
& \left\|F\left(\left(g_{1} * \Phi\right)\left(t_{1}\right), \cdots,\left(g_{m} * \Phi\right)\left(t_{1}\right)\right)-F\left(\left(g_{1} * \Phi\right)\left(t_{2}\right), \cdots,\left(g_{m} * \Phi\right)\left(t_{2}\right)\right)\right\| \\
& \leq \sum_{j=1}^{m} L_{j}\left[\int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{j}(s, y)\left\|\Phi\left(t_{1}-y-c s\right)-\Phi\left(t_{2}-y-c s\right)\right\| \mathrm{d} y \mathrm{~d} s\right]^{\sigma_{j}} \leq \varepsilon
\end{aligned}
$$

Thus, $F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)$, is uniformly continuous in $\mathbb{R}$. This completes the proof of the proposition.

Proposition 3.2. Assume $\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{4}\right)$ hold. If wave equations (2.1) have a monotone solution $\Phi \in C\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ satisfying $\lim _{t \rightarrow-\infty} \Phi(t)=V_{-}$and $\lim _{t \rightarrow \infty} \Phi(t)=V_{+}$, where $0 \leq V_{-} \leq V_{+} \leq K, V_{-}, V_{+} \in \mathbb{R}^{n}$, then

$$
F\left(V_{-}, \cdots, V_{-}\right)=F\left(V_{+}, \cdots V_{+}\right)=0 .
$$

Proof. We only give the proof under the case $\left(\mathrm{A}_{4}^{1}\right)$ and the case $\left(\mathrm{A}_{4}^{2}\right)$ is similar. Firstly, we show

$$
\lim _{t \rightarrow-\infty} F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)=F\left(V_{-}, \cdots V_{-}\right)
$$

For fixed $j=1, \cdots, m$, let $h_{j}(x)=\int_{0}^{+\infty} g_{j}(s, x) \mathrm{d} s$, then by (1.2), we know $\int_{-\infty}^{+\infty} h_{j}(x) d x=1, j=1, \cdots, m$. Hence, $\forall \varepsilon>0\left(\varepsilon<m L, L=\max _{1 \leq j \leq m} L_{j}\right)$, there is a constant $A>0$
s.t.

$$
\left\{\begin{array}{l}
\int_{A}^{+\infty} h_{j}(x) \mathrm{d} x<(\varepsilon / m L)^{1 / \sigma} /\left(8\|\Phi\|_{0}\right)  \tag{3.2}\\
\int_{-\infty}^{-A} h_{j}(x) \mathrm{d} x<(\varepsilon / m L)^{1 / \sigma} /\left(8\|\Phi\|_{0}\right)
\end{array}\right.
$$

where $\sigma=\min _{1 \leq j \leq m}\left\{\sigma_{j}\right\}$. By $\left(\mathrm{A}_{4}^{1}\right)$, for the above $A$, there exists a constant $B>0$ s.t.

$$
\begin{equation*}
\int_{B}^{+\infty} g_{i}(t, x) \mathrm{d} t<(\varepsilon / m L)^{1 / \sigma} /\left(16 A\|\Phi\|_{0}\right), j=1, \cdots, m \tag{3.3}
\end{equation*}
$$

holds uniformly for $x \in[-A, A]$. Since $\lim _{t \rightarrow-\infty} \Phi(t)=V_{-}$, for the above constants $\varepsilon, \sigma, m$ and $L$, there exists an constant $T>0$ s.t.

$$
\begin{equation*}
\left\|\Phi(t)-V_{-}\right\|<(\varepsilon / m L)^{1 / \sigma} / 4, t<-T \tag{3.4}
\end{equation*}
$$

Obviously, $\left(g_{j} * \Phi\right)(t),\left(g_{j} * V_{-}\right)(t) \in[0, K], t \in \mathbb{R}$, $j=1, \cdots, m$, then by (3.2)-(3.4) and ( $\mathrm{A}_{2}$ ), we have

$$
\begin{aligned}
& \| F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)-F\left(V_{-}, \cdots, V_{-}\right) \| \leq \sum_{j=1}^{m} L_{j}\left[\int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{i}(s, y)\left\|\Phi(t-y-c s)-V_{-}\right\| \mathrm{d} y \mathrm{~d} s\right]^{\sigma_{j}} \\
&= \sum_{j=1}^{m} L_{j}\left[\int_{-A}^{A} \int_{0}^{B} g_{j}(s, y)\left\|\Phi(t-y-c s)-V_{-}\right\| \mathrm{d} s \mathrm{~d} y+\int_{-A}^{A} \int_{B}^{+\infty} g_{j}(s, y)\left\|\Phi(t-y-c s)-V_{-}\right\| \mathrm{d} s \mathrm{~d} y\right. \\
&\left.+\int_{A}^{+\infty} \int_{0}^{+\infty} g_{j}(s, y)\left\|\Phi(t-y-c s)-V_{-}\right\| \mathrm{d} s \mathrm{~d} y\right]^{\sigma_{j}} \leq \varepsilon \\
& t<-T-A .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \lim _{t \rightarrow-\infty} F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right) \\
& =F\left(V_{-}, \cdots, V_{-}\right)
\end{aligned}
$$

similarly,

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right) \\
& =F\left(V_{+}, \cdots, V_{+}\right) .
\end{aligned}
$$

For the $i$ that $d_{i}>0$, we denote $B_{i}:=\lim _{t \rightarrow \infty} \sup \phi_{i}^{\prime}(t)$ $b_{i}:=\liminf _{t \rightarrow \infty} \phi_{i}^{\prime}(t), i=1, \cdots, n$, then $B_{i}>b_{i}$. We claim $B_{i}=$ $b_{i}$, otherwise $B_{i}>b_{i}$, then by Lemma 2.1 we know there are sequences $\left\{s_{N}\right\}_{N=1}^{\infty}$ and $\left\{t_{N}\right\}_{N=1}^{\infty}$ with

$$
\lim _{N \rightarrow \infty} s_{N}=\lim _{N \rightarrow \infty} t_{N}=\infty \quad \text { s.t. }
$$

$$
\left\{\begin{array}{l}
\lim _{N \rightarrow \infty} \phi_{i}^{\prime}\left(s_{N}\right)=\liminf _{t \rightarrow \infty} \phi_{i}^{\prime}(t) \text { and } \phi_{i}^{\prime \prime}\left(s_{N}\right)=0, \\
\lim _{N \rightarrow \infty} \phi_{i}^{\prime}\left(t_{N}\right)=\lim _{t \rightarrow \infty} \sup \phi_{i}^{\prime}(t) \text { and } \phi_{i}^{\prime \prime}\left(t_{N}\right)=0 .
\end{array}\right.
$$

Substituting $\left\{s_{N}\right\}_{N=1}^{\infty}$ and $\left\{t_{N}\right\}_{N=1}^{\infty}$ the ith equation of (2.1), we have $c B_{i}=f_{i}\left(V_{+}, \cdots, V_{+}\right), c b_{i}=f_{i}\left(V_{+}, \cdots, V_{+}\right)$, as $N \rightarrow \infty$. This contradicts with $B_{i}>b_{i}$, by the monotonicity and boundedness of $\phi_{i}(t), \lim _{t \rightarrow \infty} \phi_{i}^{\prime}(t) \geq 0$ exists (finite). From the ith equation of (2.1), we also have $\lim _{t \rightarrow \infty} \phi_{i}^{\prime \prime}(t)=\frac{c}{d_{i}} \lim _{t \rightarrow \infty} \phi_{i}^{\prime}(t)-\frac{1}{d_{i}} f_{i}\left(V_{+}, \cdots, V_{+}\right)$exists (finite). Similar to the proof of the uniformly continuity of $\Phi(t)$ in Proposition 3.1, we can obtain that $\phi_{i}^{\prime}(t)$ is uniformly continuous in $[0, \infty)$. Combining $\lim _{t \rightarrow \infty} \Phi(t)=V_{+}$and Lemma 2.2, $\lim _{t \rightarrow \infty} \phi_{i}^{\prime}(t)=0$, then $\lim _{t \rightarrow \infty} \phi_{i}^{\prime \prime}(t)=0$. Therefore, by the ith equation of (2.1), we have

$$
f_{i}\left(V_{+}, \cdots, V_{+}\right)=\lim _{t \rightarrow \infty}\left[c \phi_{i}^{\prime}(t)-d_{i} \phi_{i}^{\prime \prime}(t)\right]=0
$$

For the $i$ that $d_{i}=0,(i=1, \cdots, n)$, by Proposition 3.1, we know

$$
\phi_{i}^{\prime}(t)=f_{i}\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right) / c .
$$

Is uniformly continuous in $\mathbb{R}$. Considering $\lim _{t \rightarrow \infty} \Phi(t)=V_{+}$ is finite, by Lemma 2.2, we have $\lim _{t \rightarrow \infty} \phi_{i}^{\prime}(t)=0$. Hence,

$$
\begin{align*}
& f_{i}\left(\left(g_{1} * V_{+}\right), \cdots,\left(g_{m} * V_{+}\right)(t)\right)=c \lim _{t \rightarrow \infty} \phi_{i}^{\prime}(t)=0 . \\
& P_{i}(\Phi)(t)= \begin{cases}\left.\left[\int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s+\int_{t}^{+\infty} \mathrm{e}^{\lambda_{i 2}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s\right] / d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right)\right] & \text { if } d_{i}>0 \\
\int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s / c & \text { if } d_{i}=0\end{cases} \tag{3.7}
\end{align*}
$$

where $H(\Phi)=\left(H_{1}(\Phi), \cdots, H_{n}(\Phi)\right)^{\mathrm{T}}$ is defined by (3.5). Then we have the following two propositions.

Proposition 3.3. Assume (A2), (A4) and (A5) hold. The integral operator $P$ defined by (3.7) maps $B C[0, K]$ into $B C[0, K]$, and $P(\Phi) \in B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$,
$\forall \Phi \in B C[0, K]$.
Proof. We only give the proof under the case $\left(\mathrm{A}_{4}^{1}\right)$, and the case $\left(\mathrm{A}_{4}^{2}\right)$ is similar.

For $\Phi \in B C[0, K]$, by Lemma 3.11 ), we have $0 \leq H(\Phi)(t) \leq \gamma K, t \in \mathbb{R}$, then, if $d_{i}>0$

$$
0 \leq P_{i}(\Phi)(t) \leq\left[\int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} \gamma_{i} K_{i} \mathrm{~d} s+\int_{t}^{+\infty} \mathrm{e}^{\lambda_{i 2(t-s)}} \gamma_{i} K_{i} \mathrm{~d} s\right] / d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right) \leq K_{i}
$$

If $d_{i}=0,0 \leq P_{i}(\Phi)(t) \leq \int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} \mathrm{d} s \cdot \gamma_{i} K_{i} / c=K_{i}$.
Therefore, $\hat{0} \leq P(\Phi) \leq \hat{K}$. In addition, similar to the proof of Proposition 3.2 we can obtain, $\forall \varepsilon>0 \quad(\varepsilon<m L)$, there exists a constant $A>0$ s.t. for $j=1, \cdots, m$,

$$
\begin{aligned}
& \int_{A}^{+\infty} h_{j}(x) \mathrm{d} x<(\varepsilon / m L)^{1 / \sigma} / 8 \tilde{K} \\
& \int_{-\infty}^{-A} h_{j}(x) \mathrm{d} x<(\varepsilon / m L)^{1 / \sigma} / 8 \tilde{K}
\end{aligned}
$$

And for this $A$, there is a constant $B>0$ s.t. for $j=1, \cdots, m$,

$$
\int_{B}^{+\infty} g_{j}(t, x) \mathrm{d} t<(\varepsilon / m L)^{1 / \sigma} / 16 \tilde{K}, x \in[-A, A]
$$

$$
\left\|F\left(\left(g_{1} * \Phi\right)(t+\Delta t), \cdots,\left(g_{m} * \Phi\right)(t+\Delta t)\right)-F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)\right\|
$$

$$
\leq \sum_{j=1}^{m} L_{j}\left[\int_{0}^{+\infty} \int_{-\infty}^{+\infty} g_{j}(s, y)\|\Phi(t+\Delta t-y-c s)-\Phi(t-y-c s)\| \mathrm{d} y \mathrm{~d} s\right]^{\sigma_{j}}
$$

$$
<\sum_{j=1}^{m} L_{j}\left\{\int_{-A}^{A} \int_{0}^{B} g_{j}(s, y)(\varepsilon / m L)^{1 / \sigma} / 4 \mathrm{~d} y \mathrm{~d} s+\int_{-A}^{A} \int_{B}^{+\infty} g_{j}(s, y)(2 \tilde{K}) \mathrm{d} y \mathrm{~d} s\right.
$$

$$
\left.+\int_{A}^{+\infty} \int_{0}^{+\infty} g_{j}(s, y)(2 \tilde{K}) \mathrm{d} y \mathrm{~d} s+\int_{-\infty}^{-A} \int_{0}^{+\infty} g_{j}(s, y)(2 \tilde{K}) \mathrm{d} y \mathrm{~d} s\right\}^{\sigma_{j}} \leq \varepsilon
$$

Hence, $F\left(\left(g_{1}^{*} \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)$ is continuous in $\mathbb{R}$, then

$$
H(\Phi)(t)=F\left(\left(g_{1} * \Phi\right)(t), \cdots,\left(g_{m} * \Phi\right)(t)\right)+\gamma \Phi(t)
$$

is continuous in $\mathbb{R}$. In addition, by calculating directly we can obtain the following, if $d_{i}>0$,

$$
\begin{gathered}
P_{i}(\Phi)^{\prime}(t)=\left[\lambda_{i 1} \int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s+\lambda_{i 2} \int_{t}^{+\infty} \mathrm{e}^{\lambda_{i 2}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s\right] /\left[d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right)\right] \\
P_{i}(\Phi)^{\prime \prime}(t)=\left[\lambda_{i 1}^{2} \int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s+\left(\lambda_{i 1}-\lambda_{i 2}\right) H_{i}(\Phi)(t)+\lambda_{i 2}^{2} \int_{t}^{+\infty} \mathrm{e}^{\lambda_{i 2}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s\right] /\left[d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right)\right]
\end{gathered}
$$

If $d_{i}=0$,
$P_{i}(\Phi)^{\prime}(t)=\left[\lambda_{i} \int_{-\infty}^{t} \mathrm{e}^{\lambda_{i}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s+H_{i}(\Phi)(t)\right] / c$.
Therefore, $P(\Phi) \in B C[0, K] \cap B C^{2}\left(\mathbb{R} ; \mathbb{R}^{2}\right)$. The proof of Proposition 3.3 is completed.

Proposition 3.4. For $\Phi \in B C[0, K], \Psi \in B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$, $\Psi(t)=P(\Phi)(t)$ iff

$$
-D \Psi^{\prime \prime}(t)+c \Psi^{\prime}(t)+\gamma \Psi(t)=H(\Phi)(t)
$$

$t \in \mathbb{R}$. Especially, $\Phi \in B C[0, K]$ is a solution of wave Equation (2.1) if and only if $\Phi$ is a fixed point of $P$.

Proof. We only prove the case $d_{i}=0$, and the proof for the case $d_{i}>0$, can be given similarly.

If

$$
\psi_{i}(t)=P_{i}(\Phi)(t)=\int_{-\infty}^{t} \mathrm{e}^{\lambda_{i}(t-s)} H_{i}(\Phi)(s) \mathrm{d} s / c
$$

let $\lambda_{i}=-\gamma_{i} / c$, We obtain $c \psi_{i}^{\prime}(t)+\gamma_{i} \psi_{i}(t)=H_{i}(\Phi)(t)$. On the other hand, by the above argument,

$$
c P_{i}(\Phi)^{\prime}(t)+\gamma_{i} P_{i}(\Phi)(t)=H_{i}(\Phi)(t) .
$$

So we have $c\left[\psi_{i}-P_{i}(\Phi)\right]^{\prime}(t)+\gamma_{i}\left[\psi_{i}-P_{i}(\Phi)\right](t)=0$.
Then $\psi_{i}(t)-P_{i}(\Phi)(t)=\alpha \mathrm{e}^{\lambda_{i t}}$ where $\alpha$ is a constant.

By Proposition 3.3, we know $\forall \Phi \in B C[0, K]$, $P(\Phi) \in B C[0, K]$. Since $\Psi \in B C^{2}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$,
$\psi_{i}(t)-P_{i}(\Phi)(t)$ is bounded in $\mathbb{R}$, hence $\alpha=0$, then $\psi_{i}(t)=P_{i}(\Phi)(t)$. And this completes the proof of Proposition 3.4.

By Lemma 3.1, we can easily obtain the following lemma on the monotonicity of the integral operator $P$.

Lemma 3.2. Assume $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{5}\right)$ hold, then

1) If $\Psi, \Phi \in B C[0, K]$, and $\Psi \leq \Phi, \quad P(\Psi) \leq P(\Phi)$.
2) If $\Phi \in B C[0, K]$ is nondecreasing in $\mathbb{R}, P(\Phi)$ is also nondecreasing in $\mathbb{R}$.

On the continuity of the integral operator $P$, we have the following.

Proposition 3.5. Assume $\left(\mathrm{A}_{2}\right)-\left(\mathrm{A}_{4}\right)$ hold. Then
$P: B C[0, K] \rightarrow B C[0, K]$ is continuous with respect to the norm $\|\cdot\|_{u}$ in $B C_{u}\left(\mathbb{R} ; \mathbb{R}^{2}\right)$, where
$0<\mu<\min \left\{-\lambda_{i 1}, \lambda_{i 2},-\lambda_{i}\right\}$, and $\lambda_{i 1}, \lambda_{i 2}, \lambda_{i}$ are given by (3.6).

Proof. We first claim $H$ defined by (3.5) is continuous in $B C[0, K]$ with respect to the norm $\|\cdot\|_{u}$.
For $\Psi, \Phi \in B C[0, K]$, we know obviously $\left(g_{j} * \Phi\right)(t)$, $\left(g_{j} * \Psi\right)(t) \in B C[0, K], t \in \mathbb{R}, j=1, \cdots, m$. By $\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{3}\right)$, we obtain

$$
\begin{aligned}
& \|H(\Phi)-H(\Psi)\|_{\mu} \\
& \leq \sup _{t \in \mathbb{R}}\left\{\sum_{j=1}^{m} L_{j}\left[\left\|\left(g_{j} * \Phi\right)(t)-\left(g_{j}^{*} \Psi\right)(t)\right\|^{\sigma_{j}}\right] \mathrm{e}^{-u|t|}\right\} \\
& \quad+\tilde{\gamma} \max _{1 \leq i \leq n} \sup _{t \in \mathbb{R}}\left\{\left|\phi_{i}(t)-\psi_{i}(t)\right| \mathrm{e}^{-\mu|t|}\right\} \\
& \leq \sup _{t \in \mathbb{R}}\left\{\sum_{j=1}^{m} L_{j}\left[\beta \mathrm{e}^{\mu|t|}\|\Phi-\Psi\|_{\mu}\right]^{\sigma_{j}} \mathrm{e}^{-\mu|t|}\right\}+\tilde{\gamma}\|\Phi-\Psi\|_{\mu} \\
& \leq\left[\sum_{j=1}^{m} L_{j} \beta^{\sigma_{j}}+\tilde{\gamma}\right]\|\Phi-\Psi\|_{\mu}^{\sigma},\left(\text { Suppose }\|\Phi-\Psi\|_{\mu} \leq 1\right)
\end{aligned}
$$

where $\sigma=\min _{1 \leq j \leq m}\left\{\sigma_{j}\right\} \leq 1, \quad \tilde{\gamma}=\max _{1 \leq j \leq n}\left\{\gamma_{i}\right\}$. Thus $\forall \varepsilon>0$, choose

$$
\delta=\min \left\{\left[\varepsilon\left(\sum_{j=1}^{m} L_{j} M^{\sigma_{j}}+\tilde{\gamma}\right)^{-1}\right]^{1 / \sigma}, 1\right\}
$$

then we have $\|H(\Phi)-H(\Psi)\|_{\mu}<\varepsilon$ for $\|\Phi-\Psi\|_{\mu}<\delta$, i.e., $H$ is continuous in $B C[0, K]$ with respect to the norm $\|\cdot\|_{u}$.
Now, we show $P: B C[0, K] \rightarrow B C[0, K]$ is continuous with respect to the norm $\|\cdot\|_{u}$. For $\Phi, \Psi \in B C[0, K]$, similar to the method in Ma [4], we obtain there is an constant $G>0$ s.t.

$$
\|P(\Phi)-P(\Psi)\|_{\mu} \leq G\|H(\Phi)-H(\Psi)\|_{\mu}
$$

By the continuity of $H$, we know $P$ is continuous with
respect tothe norm $\|\cdot\|_{u}$. The proof is completed.
In the following, we state and prove the main theorem of this paper.

Theorem 3.1. Assume $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{5}\right)$ hold. Suppose wave equations (2.1) has a pair of upper and lower solution $\bar{\rho}, \underline{\rho} \in B C[0, K]$ satisfying

1) $\sup _{s \leq t} \underline{\rho}(s) \leq \bar{\rho}(t)\left(\right.$ or $\left.\underline{\rho}(t) \leq \inf _{s \geq t} \bar{\rho}(s)\right), t \in \mathbb{R}$.
2) $F(V, \cdots, V) \neq 0, V \in\left(0, \inf _{t \in \mathbb{R}} \bar{\rho}(t)\right] \cup\left[\sup _{t \in \mathbb{R}} \underline{\rho}(t), K\right)$.

Then (2.1) and (2.3) have a monotone solution, i.e., (1.1) has a traveling wavefront solution.

To prove Theorem 3.1, we define the following profile set

$$
\Gamma[\underline{\rho}, \bar{\rho}]:=\left\{\begin{array}{l}
\text { 1) } \Phi \text { is nondecreasing in } \mathbb{R} . \\
\Phi: \\
\text { 2) } \underline{\rho} \leq \Phi \leq \bar{\rho}, \Phi \in B C[0, K] . \\
\text { 3) }\|\Phi(s)-\Phi(t)\| \leq M|s-t|, s, t \in \mathbb{R} .
\end{array}\right\}
$$

where $M=\max \left\{\gamma_{i} K_{i} / c\right\}$, we first prove two lemmas.
Lemma 3.3. ${ }^{11 \leq i \leq n}$ If the conditions of Theorem 3.1 hold, then for $\Phi \in C\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ with $\underline{\rho} \leq \Phi \leq \bar{\rho}$, we have $\rho \leq P(\Phi) \leq \bar{\rho}$.

Proof. For $t \in \mathbb{R}$, we denote

$$
\begin{align*}
& W(t)=\left(w_{1}(t), \cdots, w_{n}(t)\right)^{\mathrm{T}} \\
& W(t)=\left(\left(P_{1}(\Phi)(t)-\underline{\rho}_{1}(t)\right), \cdots,\left(P_{n}(\Phi)(t)-\underline{\rho}_{n}(t)\right)\right)^{\mathrm{T}} \tag{3.8}
\end{align*}
$$

then we have $W \in B C\left(\mathbb{R} ; \mathbb{R}^{n}\right)$. In order to obtain $P(\Phi) \geq \rho, \quad$ it suffices to prove $W(t) \geq 0$.

By Proposition 3.4, we know if $d_{i}=0$,

$$
c P_{i}(\Phi)^{\prime}(t)+\gamma_{i} P_{i}(\Phi)(t)=H_{i}(\Phi)(t), t \in \mathbb{R}
$$

From the definition of lower solution, we know

$$
c \underline{\rho}_{i}^{\prime}(t)+\gamma_{i} \underline{\rho}_{i}(t) \leq H_{i}(\underline{\rho})(t) \text {, a.e. } t \in \mathbb{R} .
$$

Considering $\Phi \geq \underline{\rho}$ and by Lemma 3.12), we obtain

$$
\begin{gathered}
c\left[P_{i}(\Phi)(t)-\underline{\rho}_{i}(t)\right]^{\prime}+\gamma_{i}\left[P_{i}(\Phi)(t)-\underline{\rho}_{i}(t)\right] \geq 0 \\
\text { a.e. } t \in \mathbb{R}
\end{gathered}
$$

Let

$$
\begin{equation*}
r_{i}(t)=c w_{i}^{\prime}(t)+\gamma_{i} w_{i}(t), t \in \mathbb{R} \tag{3.9}
\end{equation*}
$$

Then $r_{i}(t) \geq 0$. By the continuity of $w_{i}(t)$ and formula of variant of constants, we have

$$
\begin{equation*}
w_{i}(t)=\alpha \mathrm{e}^{\lambda_{i} t}+\int_{-\infty}^{t} \mathrm{e}^{\lambda_{i}(t-s)} r_{i}(s) \mathrm{d} s, \tag{3.10}
\end{equation*}
$$

where $\alpha$ is a constant. By Lemma 3.1, we know $P_{i}(\Phi)$, $P_{i}(\Phi)^{\prime}$ are both bounded, It follows by (3.8) that $w_{i}(t)$, $w_{i}^{\prime}(t)$ are essentially bounded in $\mathbb{R}$, then by (3.9),
$r_{i}(t)$ is also essentially bounded in $\mathbb{R}$, so $\alpha=0$ in (3.10), and $P_{i}(\Phi) \geq \rho_{i},\left(\right.$ for $\left.d_{i}=0\right)$. In a similar way, we can obtain $P_{i}(\Phi) \geq \underline{\rho}_{i},\left(\right.$ for $\left.d_{i}>0\right)$ therefore $P(\Phi) \geq$ $\underline{\rho}$. Similarly, we can prove $P(\Phi) \leq \bar{\rho}$. The proof is completed.

Lemma 3.4. If the conditions of Theorem 3.1 hold, then $P$ is equi-continuous.

Proof. For $\Phi \in B C[0, K]$, if $d_{i}>0$, by Lemma 3.1 1) and Proposition 3.3, we have, for $t \in \mathbb{R}$,

$$
P_{i}(\Phi)^{\prime}(t) \geq \frac{\lambda_{i 1}}{d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right)} \int_{-\infty}^{t} \mathrm{e}^{\lambda_{i 1}(t-s)}\left(\gamma_{i} K_{i}\right) \mathrm{d} s>-\frac{\gamma_{i} K_{i}}{c}
$$

and,

$$
P_{i}(\Phi)^{\prime}(t) \leq \frac{\lambda_{i 2}}{d_{i}\left(\lambda_{i 2}-\lambda_{i 1}\right)} \int_{t}^{+\infty} \mathrm{e}^{\lambda_{i 2}(t-s)}\left(\gamma_{i} K_{i}\right) \mathrm{d} s<\frac{\gamma_{i} K_{i}}{c}
$$

then, $\left|P_{i}(\Phi)^{\prime}(t)\right|<\gamma_{i} K_{i} / c$, this is also holds for the case $d_{i}=0$, the proof is similar and we omit here.
$\forall \varepsilon>0$, we choose $\delta=\varepsilon / M$, here $M=\max _{1 \leq i \leq n}\left\{\gamma_{i} K_{i} / c\right\}$, then for $P(\Phi) \in P(B C[0, K])$, by Lagrange theorem, if $t_{1}, t_{2} \in \mathbb{R},\left|t_{1}-t_{2}\right|<\delta$,

$$
\left|P_{i}(\Phi)\left(t_{1}\right)-P_{i}(\Phi)\left(t_{2}\right)\right|=\left|P_{i}(\Phi)^{\prime}\left(\eta_{i}\right)\right|\left|t_{1}-t_{2}\right| \leq M\left|t_{1}-t_{2}\right|
$$

$$
\eta_{i} \in\left(t_{1}, t_{2}\right)
$$

then $\left\|P(\Phi)\left(t_{1}\right)-P(\Phi)\left(t_{2}\right)\right\|<\varepsilon$, i.e., $P(B C[0, K])$ is equi-continuous. This completes the proof of Lemma 3.4.
Proof of Theorem 3.1. We divide the proof of Theorem 3.1 into five steps.

Step $1, \Gamma[\underline{\rho}, \bar{\rho}]$ is a nonempty and convex set.

1) Denote $\bar{\Phi}(t)=\sup _{s \leq t} \rho(s)\left(\operatorname{or} \tilde{\Phi}(t)=\inf _{s \geq t} \bar{\rho}(s)\right), t \in \mathbb{R}$.

Obviously, $\tilde{\Phi}$ is continuous and nondecreasing in $\mathbb{R}$, then by Lemma 3.2 1), $P(\tilde{\Phi})$ is nondecreasing in $\mathbb{R}$.
2) By Theorem 3.1(a), we know $\hat{0} \leq \rho \leq \tilde{\Phi} \leq \bar{\rho} \leq \hat{K}$, then by lemma 3.2 1) and Lemma 3.3 we have

$$
\underline{\rho} \leq P(\underline{\rho}) \leq P(\tilde{\Phi}) \leq P(\bar{\rho}) \leq \bar{\rho} .
$$

3) By the above 1) and 2) we also know $\tilde{\Phi} \in B C[0, K]$, similar to the proof of Lemma 3.4 , we obtain

$$
\left\|P(\tilde{\Phi})\left(t_{1}\right)-P(\tilde{\Phi})\left(t_{2}\right)\right\| \leq M\left|t_{1}-t_{2}\right|, \eta_{i} \in\left(t_{1}, t_{2}\right)
$$

Therefore, $P(\tilde{\Phi}) \in \Gamma[\underline{\rho}, \bar{\rho}]$, then $\Gamma[\underline{\rho}, \bar{\rho}]$ is nonempty. It is obvious that $\Gamma[\underline{\rho}, \bar{\rho}]$ is convex.

Step 2, $\Gamma[\underline{\rho}, \bar{\rho}]$ is a closed set in $B C_{\mu}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$, i.e., if sequences

$$
\left\{\Phi^{k}\right\}_{k=1}^{\infty}=\left\{\left(\phi_{1}^{k}, \cdots, \phi_{n}^{k}\right)^{\mathrm{T}}\right\}_{k=1}^{\infty} \subset \Gamma[\underline{\rho}, \bar{\rho}]
$$

converge to $\Phi$ with respect to the norm $\|\cdot\|_{\mu}$, then $\Phi \in \Gamma[\underline{\rho}, \bar{\rho}]$. Since

$$
\left\|\Phi^{k}-\Phi\right\|_{\mu}=\max _{1 \leq i \leq n} \sup _{t \in \mathbb{R}}\left\{\left|\phi_{i}^{k}(t)-\phi_{i}\right| \mathrm{e}^{-\mu|t|}\right\} \rightarrow 0
$$

for the fixed $t$

$$
\begin{equation*}
\left\|\Phi^{k}(t)-\Phi(t)\right\| \leq\left\|\Phi^{k}-\Phi\right\|_{\mu} \mathrm{e}^{\mu|t|} \rightarrow 0, \text { as } k \rightarrow \infty \tag{3.11}
\end{equation*}
$$

$\forall \varepsilon>0$, we choose $\delta=\varepsilon / 3 M$, then by
$\left\{\Phi^{k}\right\}_{k=1}^{\infty} \subset \Gamma[\underline{\rho}, \bar{\rho}]$ we know
$\left\|\Phi^{k}(t)-\Phi^{k}(t+\Delta t)\right\|<\varepsilon / 3,|\Delta t|<\delta, \quad t \in \mathbb{R}, \quad k=1,2, \cdots$.
By (3.11), there is a $N$ s.t. for the above $t, \Delta t$

$$
\left\|\Phi^{N}(t)-\Phi(t)\right\|<\varepsilon / 3
$$

and

$$
\left\|\Phi^{N}(t+\Delta t)-\Phi(t+\Delta t)\right\|<\varepsilon / 3
$$

Therefore, for fixed $t \in \mathbb{R}$, if $|\Delta t|<\delta$,

$$
\begin{aligned}
& \|\Phi(t)-\Phi(t+\Delta t)\| \\
& \leq\left\|\Phi^{N}(t)-\Phi(t)\right\|+\left\|\Phi^{N}(t)-\Phi^{N}(t+\Delta t)\right\| \\
& \quad+\left\|\Phi^{N}(t+\Delta t)-\Phi(t+\Delta t)\right\|<\varepsilon
\end{aligned}
$$

i.e., $\Phi(t)$ is continuous in $\mathbb{R}$. In addition, we have

1) $\forall t_{1}, \quad t_{2} \in \mathbb{R}, \quad t_{1} \leq t_{2}$, since $\Phi^{k}\left(t_{1}\right) \leq \Phi^{k}\left(t_{2}\right)$, $k=1,2, \cdots$, by (3.11),

$$
\Phi\left(t_{1}\right)-\Phi\left(t_{2}\right) \leq \Phi^{k}\left(t_{1}\right)-\Phi\left(t_{1}\right)+\Phi^{k}\left(t_{2}\right)-\Phi\left(t_{2}\right) \leq 0
$$

i.e., $\Phi(t)$ is continuous in $\mathbb{R}$.
2) $\forall t \in \mathbb{R}$, since $\Phi^{k}(t) \leq \bar{\rho}(t), k=1,2, \cdots$, by (3.11), $\Phi(t)-\bar{\rho}(t) \leq \Phi(t)-\Phi^{k}(t) \leq 0$. Similarly $\Phi \geq \underline{\rho}$, so $\Phi \in B C[0, K]$.
3) Since $\left\|\Phi^{k}(s)-\Phi^{k}(t)\right\| \leq M|s-t|, \quad s, t \in \mathbb{R}$, $k=1,2, \cdots$,

$$
\begin{aligned}
& \|\Phi(s)-\Phi(t)\| \\
& \leq\left\|\Phi^{k}(s)-\Phi(s)\right\|+M|s-t|+\left\|\Phi^{k}(t)-\Phi(t)\right\|
\end{aligned}
$$

combining with (3.11), we obtain
$\|\Phi(s)-\Phi(t)\| \leq M|s-t|$. Therefore, $\Phi \in \Gamma[\underline{\rho}, \bar{\rho}]$.
Step 3, $P(\Gamma[\underline{\rho}, \bar{\rho}]) \subset \Gamma[\underline{\rho}, \bar{\rho}]$. This can be easily proved followed by Proposition 3.3 and Lemma 3.2-3.4.

Step $4, P(\Gamma[\underline{\rho}, \bar{\rho}])$ is sequentially compact.
For $\Phi \in \Gamma[\underline{\rho}, \bar{\rho}]$. by Proposition 3.3 we know $P(\Phi) \in B C[0, K]$, then $\|P(\Phi)\|_{0} \leq \tilde{K}$, i.e., $P(\Gamma[\underline{\rho}, \bar{\rho}])$ is uniformly bounded. It follows by Lemma 3.4 that $P(\Gamma[\underline{\rho}, \bar{\rho}])$ is equi-continuous. We define two operators

$$
P_{N}=\left(P_{N 1}, \cdots, P_{N n}\right)^{\mathrm{T}}: B C[0, K] \rightarrow B C[0, K]
$$

and

$$
Q_{N}=\left(Q_{1}, \cdots, Q_{N n}\right)^{\mathrm{T}}: B C[0, K] \rightarrow C\left([-N, N] ; \mathbb{R}^{n}\right)
$$

satisfying

$$
P_{N}(\Phi)(t)=\left\{\left.\begin{array}{l}
P(\Phi)(N), t \in(N,+\infty) \\
P(\Phi)(t), t \in[-N, N] \\
P(\Phi)(-N), t \in(-\infty,-N)
\end{array} \right\rvert\, \begin{array}{l} 
\\
Q_{N}(\Phi)(t)=\left.\Phi(t)\right|_{[-N, N]}, \\
\Phi \in B C[0, K]
\end{array}\right.
$$

where $N \in \mathbb{N}$. For $P(\Phi) \in P(\Gamma[\underline{\rho}, \bar{\rho}]) \subset B C^{\prime}[0, K]$, we have $\left\|P_{N}(\Phi)-P(\Phi)\right\|_{\mu} \leq 2 \tilde{K} e-\mu N$, therefore $\forall \varepsilon>$ 0 , there is an constant $\tilde{N} \in \mathbb{N}$, s.t. $\left\|P_{\tilde{N}}(\Phi)-P(\Phi)\right\|_{\mu}<\frac{\varepsilon}{3}$, $\forall \Phi \in \Gamma[\underline{\rho}, \bar{\rho}]$. To the $\tilde{N}$, by the above argument, $Q_{\tilde{N}}(P(\Gamma[\underline{\rho}, \bar{\rho}]))$ is uniformly bounded and equi-continuous in $[-N, N]$, then by Arzela-Ascoli theorem, $Q_{\tilde{N}}(P(\Gamma[\underline{\rho}, \bar{\rho}]))$ is sequentially compact in $\left(C\left([-N, N], \mathbb{R}^{n}\right),\| \| \|\right)$. For the $\varepsilon, Q_{\tilde{N}}(P(\Gamma[\underline{\rho}, \bar{\rho}]))$ has a finite $\varepsilon / 3-$ net, we denote this $\varepsilon / 3$ - net by $\left\{Q_{\tilde{N}}\left(P\left(\Phi_{j}\right)\right)\right\}_{j=1}^{J}$, where $\Phi_{j} \in \Gamma[\underline{\rho}, \bar{\rho}], j=1, \cdots, J$, i.e., $\min _{1 \leq j \leq J}\left\|Q_{\tilde{N}}(P(\Phi))-Q_{\tilde{N}}\left(P\left(\Phi_{j}\right)\right)\right\| \leq \varepsilon / 3, \forall \Phi \in \Gamma[\underline{\rho}, \bar{\rho}]$.

Thus

$$
\begin{aligned}
& \min _{1 \leq j \leq J}\left\|P(\Phi)-P(\Phi)_{j}\right\|_{\mu} \\
& \leq \min _{1 \leq j \leq J}\left\|P_{\tilde{N}}(\Phi)-P_{\tilde{N}}\left(\Phi_{j}\right)\right\|_{\mu}+\left\|P_{\tilde{N}}(\Phi)-P(\Phi)\right\|_{\mu} \\
& \quad+\max _{1 \leq j \leq J}\left\|P_{\tilde{N}}\left(\Phi_{j}\right)-P\left(\Phi_{j}\right)\right\|_{\mu} \\
& \leq \min _{1 \leq j \leq J}\left\{\max _{1 \leq i \leq n} \sup \left|P_{\tilde{N}_{i}}(\Phi)(t)-P_{\tilde{N}_{i}}\left(\Phi_{j}\right)(t)\right|\right\} \\
& \quad+\left\|P_{\tilde{N}}(\Phi)-P(\Phi)\right\|_{\mu}+\max _{1 \leq j \leq J}\left\|P_{\tilde{N}}\left(\Phi_{j}\right)-P\left(\Phi_{j}\right)\right\|_{\mu} \leq \varepsilon \\
& \forall \Phi \in \Gamma[\underline{\rho}, \bar{\rho}] . \\
& \text { Then }\left\{P\left(\Phi_{j}\right)\right\}_{j=1}^{J} \text { is the finite } \varepsilon \text {-net of } P(\Gamma[\underline{\rho}, \bar{\rho}])
\end{aligned}
$$ and so $P(\Gamma[\underline{\rho}, \bar{\rho}])$ is sequentially compact.

Step 5 , (2.1) and (2.3) have a monotone solution.
By Proposition 3.5, we know $P: \Gamma[\underline{\rho}, \bar{\rho}] \rightarrow \Gamma[\underline{\rho}, \bar{\rho}]$ is continuous with respect to the norm solution.
By Proposition 3.5, we know $P: \Gamma[\underline{\rho}, \bar{\rho}] \rightarrow \Gamma[\underline{\rho}, \bar{\rho}]$ is continuous with respect to the norm $\|\cdot\|_{\mu}$, combining with step $1-4, P$ satisfies all conditions of Schauder fixed point theorem in $\Gamma[\underline{\rho}, \bar{\rho}]$, therefore $P$ has fixed point $\Theta$ in $\Gamma[\underline{\rho}, \bar{\rho}]$, by Proposition 3.4, $\Theta$ is the monotone solution of (2.1) and (2.3). Since
$\Theta \in \Gamma[\underline{\rho}, \bar{\rho}] \subset B C[0, K]$ is monotone and bounded in $\mathbb{R}, V_{-}:=\lim _{t \rightarrow-\infty} \Theta(t)$ and $V_{+}:=\lim _{t \rightarrow-\infty} \Theta(t)$ exists, by Propo-
sition 3.2, $F\left(V_{-}, \cdots, V_{-}\right)=F\left(V_{+}, \cdots, V_{+}\right)=0$. It follows by $\Theta \in \Gamma[\underline{\rho}, \bar{\rho}]$ that $\underline{\rho} \leq \Theta \leq \bar{\rho}, 0 \leq V_{-} \leq \inf _{t \in \mathbb{R}} \bar{\rho}(t)$, and $\sup _{t \in \mathbb{R}} \underline{\rho}(t) \leq V_{+} \leq K$. Then by $\left(\mathrm{A}_{1}\right)$ and condition (b) of Theorem 3.1, $V_{-}=0, V_{+}=K$, i.e., $\Theta$ satisfies the asymptotic boundary condition (2.3). Therefore (1.1) has a wave front $U(t, x)=\Theta(x+c t)$. And this completes the proof of Theorem 3.1.

## 4. Conclusion

In this paper, we study reaction-diffusion systems with spatio-temporal delays, and obtain the existence of traveling wave fronts by using Schauder's Fixed Point Theorem. In our results, we reduce the existence of traveling wave fronts to the existence of an admissible pair of upper solution and lower solution, which are much easier to construct in practice.
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