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ABSTRACT 

Background: Daily paediatric asthma readmissions 
within 28 days are a good example of a low count time 
series and not easily amenable to common time series 
methods used in studies of asthma seasonality and 
time trends. We sought to model and predict daily 
trends of childhood asthma readmissions over time in 
Victoria, Australia. Methods: We used a database of 
75,000 childhood asthma admissions from the De- 
partment of Health, Victoria, Australia in 1997-2009. 
Daily admissions over time were modeled using a 
semi parametric Generalized Additive Model (GAM) 
and by sex and age group. Predictions were also esti-
mated by using these models. Results: N = 2401 
asthma readmissions within 28 days occurred during 
study period. Of these, n = 1358 (57%) were boys. 
Overall, seasonal peaks occurred in winter (30.5%) 
followed by autumn (28.6%) and then spring (24.6%) 
(p < 0.0005). Day of the week and month were sig-
nificantly associated with trends in readmission. 
Smooth function of time was significant (p < 0.0005) 
and indicated declining trends in readmissions in 
2001-2002 and then increasing, returning to roughly 
initial levels. Predictions suggested readmissions 
would continue to increase by 5% per year with boys 
in the 2 to 5 years age group experiencing the largest 
increase. Conclusions: GAMs are reliable methods 
for low count time series such as repeat admissions. 
Our model implied: health services may need to be 
revised to accommodate for seasonal peaks in read-
mission especially for younger age groups. 

Keywords: Asthma; Readmission; Semi-Parametric 
Models; Seasonality; Time Trend; Low Count;  
Time Series 

1. INTRODUCTION 

Asthma is the most common long-term medical condi-
tion in children [1]. Children have higher rates of asthma 
hospitalization than adults. In Australia, children aged 0 - 
14 years account for 58% of total asthma admissions [2]. 
Asthma hospital readmissions attract disproportionate 
amounts of resources from healthcare systems worldwide 
[3,4], including in Australia [5]. Asthma readmissions 
are an indicator of asthma severity, psychological co- 
morbidity, the effectiveness of hospital and community 
health services and also developments in hospital admis-
sion criteria, diagnostic practice and/or emergency de- 
partment management [6]. Seasonality is an important 
marker of total environmental load or triggers such as 
high pollen exposure and respiratory virus infections 
which are associated with asthma hospital admissions [7]. 
Being aware of the days/times of the year when child-
hood asthma readmissions are expected to increase may 
assist in the achievement of better and more efficient 
health service planning.  

The utility of predictive models for management of 
paediatric hospital readmissions in general and their 
benefit for health services research have been demon-
strated [8]. Predictive models for paediatric asthma in 
particular have also been developed. Some models have 
used Cox regressions [9] or logistic regressions [10-14] 
with demographic or clinical attributes as predictors of 
readmissions and are therefore important for use in case *Corresponding author. 
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management. These models predict population at risk but 
do not have the capacity to predict readmission frequen-
cies or their timing, and are therefore of little use for 
hospital management resource planning. Models based 
on mathematical neural networking techniques have also 
been used to predict paediatric asthma admissions fre-
quencies [15,16]. However, neural networks have limited 
capacities to demonstrate associations with seasonality 
and long term trends [16]. 

The analysis of seasonality and time trends arise na- 
turally within a time series framework. Many studies of 
childhood asthma hospital admissions have developed 
time series models for examining the associations be-
tween aeroallergens, pollution, weather and viral infec-
tions [17-22]. However, none of these models have been 
used to make predictions. Furthermore, only one study of 
childhood asthma readmissions has used a time series 
model, however, the model’s capability to predict future 
readmission counts was not tested [23]. In this study, we 
aimed to developed a time series model of childhood 
asthma readmissions, using the Generalized Additive 
Model (GAM) framework [24] to predict daily childhood 
asthma readmissions overall, as well as for males and 
females separately. 

2. METHODS 

2.1. Data 

We used daily childhood asthma hospital admissions in 
Victoria between 1997 and 2009 from the Department of 
Human Services (DHS). The data collection methodol-
ogy has been described elsewhere [25]. Children be-
tween the ages of 2 and 18 were included in the study. 
ICD-9 codes (493) up to 1998 and ICD-10 codes (J45 or 
J46) for the remainder of the data to 2009 were used to 
determine admissions with a principal diagnosis of 
asthma. The daily count of readmissions was defined as 
the daily number of readmissions that occurred within 28 
days of the separation date of their respective index ad-
mission [26,27]. 

2.2. Statistical Methods 

We assumed that the mean varied smoothly over time, 
and that a Poisson process underlay the association be-
tween the mean and observed counts. We modeled the 
mean using a GAM [24]. As covariates we included a 
time variable that was used to capture any trend in the 
data, while a month variable modeled any seasonality. 
The day of the week was also included, to cover possible 
differences in hospital service usage on weekends com-
pared to the rest of the week [28]. Our final model was: 
Mean (daily readmission count) = f1 (time) + f2 (month) 
+ f3 (day of week) + error term, with the mean and co-
variates on a log scale. f1 was a smooth non-parametric 

function, obtained as a combination of smoothing spline 
basis functions. f2 and f3 were linear functions, built us-
ing model coefficient matrices for parametric compo-
nents of the model. In other words, we employed a semi- 
parametric model. 

We assumed a conditional Poisson distribution and, 
although the results are not shown here, χ2 tests gave us 
no evidence to reject this assumption for either male or 
female readmissions separately and, therefore, for all 
readmissions. We also tried fitting models assuming an 
underlying negative binomial distribution for the out-
come, but this had a poor fit to the data. To cope with 
data over-dispersion, we used a self-adjusting over-dis-
persion parameter. The GAM method we used guarded 
against over-fitting by incorporating a penalized regres-
sion spline approach, with increasing penalty with in-
creasing curve “wiggleness”, that is, its second derivative. 
The choice of a low spline basis dimension also guards 
against over-fitting by reducing smoothing parameters 
and hence reducing model inflexibility and increasing the 
effective degrees of freedom [29]. By experimenting, we 
found that comparatively low spline basis dimensions of 
between 5 and 15 coped with this sort of sparse data 
adequately. We chose counts as the outcome rather than 
readmission rates, usually defined as the number of re-
admissions/number of admissions, because a preliminary 
exploration indicated that counts were a more accurate 
marker of population rates. Also as part of our initial 
exploration, we compared our final model to a fully pa-
rametric model. That is, not only time, but also day of 
the week and day of the year (replacing month) were 
modeled with GAM fitted smooth penalised regression 
splines instead of assuming an a priori distribution and 
estimating their parametric components. Using day of the 
year (1 - 365 or 366) did not impose any assumption of 
monthly seasonality and so can be regarded as a test of 
whether seasonality is actually substantiated by the data. 

We validated our model predictions by training the 
model on the first 11 years of data and then using the 
model to predict the final two years. We used χ2 good-
ness-of-fit tests to compare these predictions to the actual 
data. Using the full 13 years of data, we forecasted re-
admission counts one year beyond the end of the study. 
We also included 95% error limits around the predictions. 
We constructed our graphs using either the Lattice 
package [30] in the open source language R, version 2.13 
[5] or just using the usual plot functions in R, and Stata 
10.1 (Statacorp, USA). All of the GAMs were fitted us-
ing the MGCV package in R [29]. Statistical analyses 
were done in R or Stata using a two-sided significance 
level of 0.05. 

3. RESULTS 

There were 2401 readmissions covering fiscal years 
1997-2009, a total of 4748 days, resulting in a daily 

Copyright © 2013 SciRes.                                                                       OPEN ACCESS 



D. Vicendese et al. / Open Journal of Epidemiology 3 (2013) 125-134 127

mean of 0.5057. Boys accounted for 1358 (57%) and 
girls 1043 (43%) readmissions. Overall, readmissions 
peaked in winter (30.5%) then autumn (28.6%), spring 
(24.6%) followed by a trough in summer (16.2%). In 
contrast, χ2 test showed that all other asthma admissions 
had a differing overall seasonal distribution peaking in 
autumn (29.4%) then winter (25.6%), spring (23.8%) 
with a shallower trough in summer (20.9%) (p < 0.0005). 

In Figure 1, we display the time series graphs of the 
total daily readmission counts for each of the study fiscal 
years (1st July to 30th June). These are typical of low 
count time series, that is, infrequently occurring and low 
magnitude counts. The distribution of daily readmission 
counts had a very low range, between 0 and 5, with the 
majority of counts being 0, including the median (Table 
1). The sparseness of the data can be appreciated by ob-
serving that the 75th percentile was 1 and even the 99th 
was only 3. For the boys’ and girls’ distributions sepa-
rately, their respective 75th percentiles were even lower, 
both being equal to 0. Even on a per-month aggregate 
basis, the counts were as low as 2. Runs of consecutive 
zero readmission days were as long as 54 days for boys’ 
and 48 days for girls’ readmissions with respective inter 
quartile ranges and median (IQR) of (1, 3, 5) and (2, 4, 
7). Consecutive zero readmission days for total readmis-
sions had IQR (1, 2, 3) with a maximum length of 27 
days. On a monthly basis, there were as many as 12 dis-
tinct blocks (interspersed by at least 1 readmission) of 
these consecutive zero runs for total, male and female 
readmissions. The IQR for blocks of consecutive zero 
runs per month for total and boys’ was (4, 7, 10) and for 

 

 

Figure 1. Time series graphs of all daily readmissions for each 
study year. 

girls’ readmissions (4, 7, 9). 
In Figures 2(a) to (c), we display readmissions, strati-

fied by age and gender, as yearly counts, rates per 
100,000 population and readmission rates, respectively. 
A close correspondence between counts and population 
rates for all age groups can be seen, however, similarity 
between population and readmission rates is present only 
for 2 - 5 year olds while the older age groups show a 
stark contrast. Although not shown here, regression 
analyses indicated a linear correspondence between 
counts and population rates but not between readmission 
rates and population rates. 

3.1. Semi Parametric Models 

We fitted our model to total readmissions and to male 
and female readmissions separately. The model showed 
that both month and day of the week had significant as-
sociations with mean daily readmission counts. Higher 
counts were expected in March, May, June and Novem-
ber, and the lowest counts in January. This pattern held 
for both males and females with males experiencing 
higher peaks. The day of the week had more of an impact 
for girls than boys. Overall more readmissions expected 
earlier in the week, from Sunday onwards, and the fewest 
on Saturday. 

The fitted model produced a dispersion scaling pa-
rameter which was very close to unity, further justifying 
the assumption of a Poisson process and explaining why 
the negative binomial was such a bad fit. The smooth 
function of time was also significant (p < 0.0005), and 
indicated that after an initial trend of declining readmis-
sion counts until about 2001-2002, they subsequently 
began to increase returning to roughly initial levels (Fig-
ure 3). 

Exploration with auto correlation plots and Durbin- 
Watson tests indicated a weak but statistically significant 
auto correlation at lag 1 of 0.1, 0.08 and 0.06 for total, 
male and female readmissions respectively and so vio-
lated the assumption of independence of the daily read-
mission counts. In order to adjust for non independence, 
lag one values were included as part of the GAM. They 
made no substantial difference to the results and were 
finally not included due to the predictive role of our 
model. 

3.2. Non Parametric Models 

The non parametric model also demonstrated time, day 
of the week as well as day of year to be significantly 
associated with readmission counts. The day of year 
variable was in complete agreement with the parametric 
monthly variable of our final model for both timing and 
mplitude of peaks and troughs throughout the year. a 
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Table 1. Distribution of counts of readmissions within 28 days for fiscal years 1997-2009. 

For N (%) min max median 75th percentile 99th percentile  

All 2401 (100%) 0 5 0 1 3  

Male Only 1358 (57%) 0 4 0 0 2  

Female Only 1043 (43%) 0 3 0 0 2  

T test for difference between male and female daily mean p < 0.00005 

Day of week distribution for all readmissions 

Day N (%) min max median 75th percentile 99th percentile  

Sun 358 (14.91%) 0 4 0 1 3  

Mon 387 (16.12%) 0 4 0 1 3  

Tue 367 (15.29%) 0 5 0 1 3  

Wed 344 (14.33%) 0 4 0 1 3  

Thu 333 (13.87%) 0 5 0 1 2  

Fri 325 (13.54%) 0 4 0 1 3  

Sat 287 (11.95%) 0 4 0 1 3  

Total 2401 (100%)       

χ2 test for difference in day of week counts p = 0.005 

Monthly distribution for all readmissions 

Month N (%) min max 25th percentile median 75th percentile  

Jan 79 (3.29%) 2 11 3 6 8  

Feb 139 (5.79%) 5 15 10 11 13  

Mar 243 (10.12%) 9 38 13 17 21  

Apr 200 (8.33%) 7 28 11 16 19  

May 244 (10.16%) 11 26 16 20 22  

Jun 282 (11.75%) 10 34 17 23 27  

Jul 201 (8.37%) 10 29 13 15 15  

Aug 250 (10.41%) 11 39 14 18 21  

Sep 193 (8.04%) 6 25 12 14 19  

Oct 166 (6.91%) 11 16 11 12 14  

Nov 232 (9.66%) 11 31 14 16 21  

Dec 172 (7.16%) 7 24 9 12 16  

Total 2401 (100%)       

χ2 test for difference in monthly counts p < 0.00005 

Seasonal distribution of all readmissions 

Season N (%) min max 25th percentile median 75th percentile  

Summer 390 (16.24%) 16 42 25 31 36  

Autumn 687 (28.61%) 36 81 42 50 63  

Winter 733 (30.53%) 42 75 51 57 61  

Spring 591 (24.61%) 30 68 37 44 51  

Total 2401 (100%)       

χ2 test for difference in seasonal counts p < 0.00005 
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Figure 2. (a) Annual count of readmission within 28 days; (b) 
Annual rate of readmission within 28 days per 100,000 popula-
tion; (c) Annual rate of readmission within 28 days per total 
number of admissions. 

3.3. Model Validation 

We validated the model predictions by training the 
model with the first 11 years of data then using the 
model to predict the final two years of data. The predic-
tions were subsequently aggregated by month and com-
pared to the actual data. χ2 goodness-of-fit tests indicated 
that there was no statistical difference between the pre-
dictions and the data (p = 0.65). In comparison, when 
using the mean of the training data as a predictor of the 
final 2 years of data, χ2 tests indicated that the monthly 
aggregated mean predictions were not a good fit to the 
data (p = 0.03). We also used this method to test the pa-
rametric model’s fit to the data and found very similar 
results to the semi parametric model’s but with slightly 
higher χ2 values and so the parametric model did not 
have as good a fit to the data as the semi parametric  

 
(a) Boys 

 
(b) Girls 

Figure 3. Fitted semi parametric GAM and time trend to boys’ 
(a) and girls’ (b) daily readmission counts. Dotted lines repre-
sent 95% error limits. The horizontal lines are the overall means 
for the respective data subsets. 
 
model. As the semi parametric model outperformed both 
the mean and the non parametric model in predicting the 
final 2 years of readmission data this gave us some con-
fidence in using it to predict future readmissions. 

Semi parametric models were also fitted to data sub-
sets consisting of the 6 combinations of age group and 
sex displayed in Figure 2. Of these subsets, the largest 
number of total readmissions was for 2 to 5 year old boys, 
N = 829, and the smallest was for 13 to 18 year old girls, 
N = 253. In the presence of these extremely small num-
bers, the GAM was still sensitive to seasonality, day of 
the week and the time trend, with differences in the val-
ues of these covariates for the various subsets. The re-
sults of the χ2 goodness-of-fit tests validated the fit and 
prediction, but were only marginally better than the mean. 
Due to their extremely small numbers and the marginal 
improvement on the mean, we could not consider the 
models reliable for these 6 subsets. 

Table 2 shows the actual data for 2009, in fortnightly 
aggregates, alongside the semi parametric GAM predic-
tions for the same period. The data predictions were ob-
tained with the same method used for model validation. 
The model was trained on the first 11 years of data and 
then used to predict the final two years of data. The pre-
dictions largely follow the previous year’s seasonal pat-
terns, but with smoothed troughs and peaks. There are 
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major differences in fortnights 18 & 19 and 25 & 26 
representing March and June respectively. From Figure 
1, we see that the March 2009 counts were unusually 
high and the June 2009 counts unusually low for those 
times of the year and so these differences may be due to 
normal variability or to the smoothing effect of the 
model. Table 2 shows that the confidence intervals for 
predictions after fortnight 17 tended to be the widest 
which indicated a decreasing reliability with an increas-
ing predictive length. These predictions were for two 
years and so predictions of not more than one year are 
likely to be more reliable. However, overall, the predic-
tions are in keeping with the seasonal character of the 
data. 

3.4. Future Predictions 

To obtain future predictions we trained the model on the 
 

Table 2. Total readmissions within 28 days, in fortnight aggre-
gates, for 2009 are compared to semi parametric GAM predic-
tions with a 95% CI for the same period. 

Fortnight Data 2009 
GAM  

predictions 2009 

GAM  
predictions  

95% CI 

1 12 7.2 (5.2. 10.1) 

2 11 7.3 (5.2, 10.2) 

3 15 9.5 (6.8, 13.2) 

4 11 10.1 (7.3, 14.1) 

5 7 8.9 (6.4, 12.5) 

6 6 8.1 (5.7, 11.4) 

7 4 7.5 (5.3, 10.7) 

8 6 6.8 (4.8, 9.7) 

9 7 7.5 (5.3, 10.8) 

10 11 10.2 (7.2, 14.5) 

11 7 10.0 (7.0, 14.3) 

12 7 7.4 (5.1, 10.7) 

13 10 7.4 (5.1, 10.7) 

14 0 4.3 (2.9, 6.4) 

15 3 3.8 (2.5, 5.7) 

16 2 5.4 (3.6, 8.0) 

17 7 6.3 (4.3, 9.3) 

18 16 8.9 (6.0, 12.9) 

19 21 10.1 (6.9, 14.8) 

20 13 9.6 (6.6, 14.1) 

21 7 8.9 (6.0, 13.2) 

22 7 9.4 (6.4, 14.0) 

23 8 10.7 (7.2, 15.8) 

24 15 11.0 (7.4, 16.3) 

25 6 13.7 (9.4, 20.5) 

26 3 13.9 (9.4, 20.7) 

Total 222 224.0 (154.8, 324.2) 

full 13 years of data and then predicted 12 months ahead. 
In Figure 4, we graphed the predicted readmissions 

one year after study end. The predictions largely follow 
the previous year’s seasonal patterns, but with smoothed 
troughs and peaks. As with the 2009 data predictions, 
there are differences in June and in March probably due 
to the same factors as explained in the validation section. 
The predictions are similar with respect to seasonal pat-
terns but they also suggest an increasing trend in read-
missions. The predictions indicate that readmissions will 
continue to grow by up to 5% a year on average overall. 
Although not shown here, time trends for each of the 
three age groups indicated that the youngest age group, 
that is 2 - 5 years, will experience the largest increase 
and especially the boys. 

4. DISCUSSION 

This study is the first to predict childhood asthma hospi-
tal readmission counts using a semi-parametric general-
ized additive model. The model suggested an increasing 
time trend in readmission counts from about 2003-2004 
to study end in June 2009, and indicated that certain 
months of the year and days of the week were more 
likely to register higher readmissions. The model’s pre-
dictions suggested that this increasing trend continued 
into the year after the end of the study. The total fore-
casts for 2010 suggest a return close to the high yearly 
totals at the commencement of the study. Even the low-
est point of the 95% CI for the 2010 prediction is in 
keeping with this increasing trend. 

To the best of our knowledge, only one other study has 
used time series methods to examine paediatric asthma 
readmissions [23]. The authors used Holt’s method, a 
weighting scheme for univariate time series with a linear 
trend [31], but did not report the method’s capacity for 
predictions. Annual readmission rates were their focus, 
and therefore their examinations of seasonality and day 
of the week were limited. The semi-parametric GAM 
approach has been recommended as a means of adjusting 
for any confounding associations of seasonality or day of 
the week in studies of air pollution and weather factors 
and daily counts of deaths or respiratory hospital admis-
sions [32,33]. It has also been used both for this purpose 
[20] and to model seasonality [21] for paediatric hospital 
admissions. However, although none of these studies had 
produced predictions, they indicated GAM’s utility in 
modeling seasonality and day of the week associations 
with respiratory hospital admissions. 

4.1. Comparisons to Admissions 

Although Lincoln and colleagues [21] investigated ad- 
missions and not readmissions, their study is comparable 
to ours due to the mutual focus on seasonality and day of  
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Figure 4. Cumulative fortnightly predictions for 1 year after study end (2010) compared to the final 
study year (2009). 

 
the week, some overlap with the study period (they used 
data from the period 1994-2000) and the Australian set-
ting—Sydney, New South Wales (NSW). Lincoln and 
colleagues [21] also found, similarly to our study, that 
there tended to be greater numbers of admissions earlier 
in the week from Sunday onwards. The day of week as-
sociation is likely an artefact of population interface with 
the Australian medical system rather than an intrinsic 
feature of asthma exacerbation. Choice of week end or 
week start is quite arbitrary. General practitioners are 
less likely to be available on weekends and perhaps par-
ents hope children will improve with rest over the week-
end. However, it is important to adjust for it so as to 
tease out any latent time trends and seasonality in daily 
data [28].  

In the two studies, peaks in admissions and readmis-
sions occurred at almost identical times of the year. The 
main difference in timing was with the May/June peak in 
readmissions. May/June corresponded with weeks 18 - 
24. The Lincoln study [21] had an admission peak in 
June but in weeks 20 - 22 and not in May. The striking 
difference with these peaks concerned the relative am-
plitudes. The risk for admissions in the August peak did 
not reach statistical significance. However for readmis-
sions we found that the May/June peak was far greater 
and more sustained than the other three peaks and, com-
pared to March, the August peak was slightly higher and 
the November peak slightly lower. Furthermore, the No-
vember readmissions peak was high for boys but low for 
girls. Why should admission and readmission peaks co-
incide? Perhaps they reflect differences in timing of sea-
sonal influences due to location and time of study. A 
weekly analysis, for comparison purposes, showed that 
weekly readmission in 28 days rates can be as high as 
21% with IQR (2.7%, 4.2%, 6.5%). Lincoln and col-
leagues [21] did not differentiate admissions or readmis-

sions within 28 days and so readmissions may have sig-
nificantly augmented admission peaks. If this is so, the 
children who readmitted within 28 days displayed a 
greater and more sustained sensitivity to possible sea-
sonal influences and experienced exacerbations earlier 
and more often. Our data also showed that, of the chil-
dren who experienced a readmission within 28 days, 9% 
of them experienced another within the same 28 days. 

4.2. Further Modeling Techniques 

Artificial neural networks have been used to predict pae-
diatric asthma admissions in Baltimore, USA [15] and 
Athens, Greece [16]. This approach produced accurate 
predictions of admissions, but due to the nature of this 
technique, it was not able to statistically assess seasonal, 
day of the week and time trend associations. Both studies 
predicted only one week ahead and neither provided long 
term predictions as have we. The Greek study ran over 4 
years, 2001-2004, and considered age groups but not sex. 
The US study examined 14 years of data between 1986 
and 1999 and considered age group, sex, ethnicity and 
compared the city of Baltimore to the rest of the state. 
Both studies described differences in frequencies of ad-
missions based on seasonality, age group and sex which 
are similar to our findings. However, the authors of the 
Greek study noted that their approach was not reliable 
for the smaller numbers in the 5 - 14 age group. Given 
that the numbers of daily admissions for this group were 
far in excess of the numbers of total readmissions for our 
study, artificial neural networks may not be reliable for 
modeling low counts. 

4.3. Strengths 

Our study has a number of strengths. Firstly, our model 
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was based on a large and comprehensive database that 
included all paediatric admissions for all Victorian public 
and private acute hospitals for the fiscal years 1997-2009. 
While admission criteria may vary both within and be-
tween hospitals, this has the potential to introduce ran-
dom error which would push our estimates towards the 
null. Although we were modeling a low count time series, 
the length of the study period provided sufficient power 
to train our model and extend it into the future. Our 
model was sensitive to the seasonality, day of the week 
and time trend aspects of hospital readmissions. It 
achieved this in the presence of very low counts, even 
when the counts were reduced due to stratification by age 
group and sex. It was also sufficiently flexible to be able 
to reliably forecast readmission counts at fortnightly and 
monthly windows and can be extended for up to a year 
with these time frames. In forecasting future counts, the 
model showed itself robust to past outlier counts. Our 
method provided a way of modeling intrinsically difficult 
low count time series which may also prove useful in 
other settings besides child hospital asthma readmissions. 

Previous studies examining the modeling of time se-
ries counts have compiled a check list of desired model 
features: flexibility to incorporate pronounced depend-
ence structures in the data; ability to account for any 
overdispersion; easy to use link functions allowing for 
easy inference of covariate parameters; procedures for 
model fitting; diagnostic tools for assessing model ade-
quacy; ease of forecasting [28,34]. Our model possessed 
these features further displaying its potential to be suc-
cessfully applied in other settings. Furthermore, the semi 
parametric and fully parametric methods applied here, 
can be used respectively for parameter or observation 
driven models as categorised by Jung et al. [34]. It has 
been demonstrated that GAM computational methods 
may not be able to adjust for covariate correlation due to 
a back-fitting approach. This would result in low coeffi-
cient standard errors and therefore unreliably low p-val-
ues [35]. However, this does not apply to our model as 
the R package we used does not use back-fitting but in- 
stead fits penalized regression splines at once thus mak- 
ing the reliable calculation of the standard errors of the 
coefficient covariances possible [29]. This gives us con-
fidence in the associations with season, day of the week 
and time trend detected by our model. 

4.4. Limitations 

One limitation of the study is that, once we assumed that 
seasonality is a marker for total environmental load, we 
could not differentiate between the various components 
of the environment such as weather, pollution, allergens 
and viral infections that may be associated with child 
asthma readmissions. However, the strong seasonal com- 
ponent in readmissions, indicated by our model, demon-

strated the importance of the environment and showed 
that seasonal timing would be a good place to start an 
investigation of possible asthma exacerbation triggers. 
Although our model did not produce predictions on a 
hospital or area basis, it can still assist planning by health 
services and clinical management by indicating when 
adjustments to current management practices could be 
considered. 

The predictive function of our model assumed a linear 
extrapolation into the future. This assumption may be 
good enough in the short term but may not hold for very 
long term predictions. However, 13 years of data gave us 
some reason to expect the not too distant future to be 
similar. At the very least, our model has the capacity to 
be updated or refined as new data come to hand. This 
model does not take individual risk factors into account 
but is still useful on an individual basis in that an indi-
vidual who is prone to asthma exacerbations can be 
alerted beforehand of periods of a higher overall risk. 

4.5. Conclusion 

We have provided a reliable way of modeling low count 
time series such as daily childhood asthma hospital re-
admissions. Our model showed: there had been a strong 
seasonal impact on child asthma hospital readmissions; 
an increasing trend in readmissions until June, 2009; re- 
admissions would continue to increase by up to 5% per 
year on average overall, with the 2 - 5 years age group 
experiencing the largest increase, especially for boys. 
This implies: clinical services may need to revise proce- 
dures and be alerted to possible greater risk of readmis- 
sion at certain times of the year, especially for younger 
age groups; health services management may need to 
adjust resource allocation and planning. 
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