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ABSTRACT 

Let R be a commutative ring with non-zero identity. The cozero-divisor graph of R, denoted by , is a graph with 

vertices in 

 R

 W R , which is the set of all non-zero and non-unit elements of R, and two distinct vertices a and b in 

 are adjacent if and only if  and  W R a bR b aR . In this paper, we investigate some combinatorial properties of 

the cozero-divisor graphs   R x  and  R x       such as connectivity, diameter, girth, clique numbers and pla- 

narity. We also study the cozero-divisor graphs of the direct products of two arbitrary commutative rings. 
 
Keywords: Clique Number; Connectivity; Cozero-Divisor Graph; Diameter; Direct Product; Girth; Rings of  

Polynomials; Rings of Power Series. 

1. Introduction 

Let R be a commutative ring with non-zero identity and 
let  Z R  be the set of zero-divisors of R. For an arbi-
trary subset A of R, we put . The zero-di- 
visor graph of R, denoted by , is an undirected 
graph whose vertices are elements of 

 :A A  
 R

0

 Z R  with two 
distinct vertices a and b are adjacent if and only if ab = 0. 

The concept of zero-divisor graph of a commutative 
ring was introduced by Beck [1], but this work was 
mostly concerned with colorings of rings. The above 
definition first appeared in Anderson and Livingston [2], 
which contained several fundamental results concerning 
the graph . The zero-divisor graphs of commuta- 
tive rings have been studied by several authors. For in- 
stance, the preservation and lack thereof of basic proper- 
ties of  under extensions to rings of polynomials 
and power series was studied by Axtell, Coykendall and 
Stickles in [3] and Lucas in [4]. Also Axtell, Stickles and 
Warfel in [5], considered the zero-divisor graphs of di- 
rect products of commutative rings. 

 R

 R

Let  be the set of all non-unit elements of R. 
For an arbitrary commutative ring R, the cozero-divisor 
graph of R, denoted by , was introduced in [6], 
which is a dual of zero-divisor graph  “in some 
sense”. The vertex-set of 

 W R

 R
 R

 R  is  W R  and for 

two distinct vertices a and b in , a is adjacent to 
b if and only if 

 W R

a bR  and , where cR is an 
ideal generated by the element c in R. Some basic results 
on the structure of this graph and the relations between 
two graphs 

b aR

 R  and  R  were studied in [6]. 
In this paper, we study the cozero-divisor graphs of the 

rings of polynomials, power series and the direct product 
of two arbitrary commutative rings. Also, we look at the 
preservation of the diameter and girth of the cozero-di- 
visor graphs in some extension rings. Our results “in 
some sense” are the dual of the main results of [3-5]. 

Throughout the paper, R is a commutative ring with 
non-zero identity. We denote the set of maximal ideals 
and the Jacobson radical of R by  and  RMax  J R , 
respectively. Also,  U R  is the set of all unit elements 
of R. By a local ring, we mean a (not necessarily Noethe-
rian) ring with a unique maximal ideal. 

In a graph G, the distance between two distinct verti-
ces a and b, denoted by G , is the length of the 
shortest path connecting a and b, if such a path exists; 
otherwise, we set 

 ,a bd

 a bd ,G :  . The diameter of a 
graph G is 

 
  

diam

sup d and rtices of .

G

a G ,G a b areb distinct ve

 

 

The girth of G, denoted by g G , is the length of the *Corresponding author. 

Copyright © 2013 SciRes.                                                                                  AM 



M. AFKHAMI, K. KHASHYARMANESH 980 

shortest cycle in G, if G contains a cycle; otherwise, 
. Also, for two distinct vertices a and b in G, 

the notation  means that a and b are adjacent. A 
graph G is said to be connected if there exists a path be- 
tween any two distinct vertices, and it is complete if it is 
connected with diameter one. We use n

  :g G  
a b

K  to denote the 
complete graph with n vertices. Moreover, we say that G 
is totally disconnected if no two vertices of G are adja- 
cent. For a graph G, let  G

 G

 denote the chromatic 
number of the graph G, i.e., the minimal number of col- 
ors which can be assigned to the vertices of G in such a 
way that any two adjacent vertices have different colors. 
A clique of a graph is any complete subgraph of the 
graph and the number of vertices in a largest clique of G, 
denoted by , is called the clique number of G. 
Obviously  (cf. see [7, p. 289]). For a 
positive integer r, an r-partite graph is one whose ver-
tex-set can be partitioned into r subsets so that no edge 
has both ends in any one subset. A complete r-partite 
graph is one in which each vertex is joined to every ver-
tex that is not in the same subset. The complete bipartite 
graph (2-partite graph) with subsets containing m and n 
vertices, respectively, is denoted by ,m n

 G
cliqG

clique
   ue

K . A graph is 
said to be planar if it can be drawn in the plane so that its 
edges intersect only at their ends. A subdivision of a 
graph is any graph that can be obtained from the original 
graph by replacing edges by paths. A remarkable simple 
characterization of the planar graphs was given by Kura- 
towski in 1930. Kuratowski’s Theorem says that a graph 
is planar if and only if it contains no subdivision of 5K  
or 3,3K  (cf. [8, p. 153]). Also, the valency of a vertex a 
is the number of edges of the graph G incident with a. 

2. Cozero-Divisor Graph of  R x  

In this section, we are going to study some basic proper-
ties of the cozero-divisor graph of the polynomial ring 
 R x . To this end, we first gather together the well- 

known properties of the polynomial ring  R x , which 
are needed in this section. 

Remarks 2.1 Let 
0 ii  n if x  a x


 be an arbitrary 

element in  R x . Then we have the following state- 
ments: 
  f x  is a unit in  R x  if and only if a0 is a unit 

and the coefficients 1, , na a  are nilpotent elements 
of R. 

  f x  is nilpotent if and only if the coefficients 

1, , na a  are nilpotent. 
      Nil R x , where J R x   Nil R x  is the nil- 

radical of  R x . 
 Since the polynomials x and 1 + x are non-units, 

 R x  is a non-local ring. 
 By part (i), it is easy to see that  R  is an induced 

subgraph of   R x . 

In the following theorem, we show that   R x  is 
always connected and its diameter is not exceeding three. 

Theorem 2.2 The graph  R x   is connected and 
   diam 3R x  . 

Proof. Since  R x  is a non-local ring, by [1, Theo- 
rem 2.5], it is enough to show that, for every non-zero 
element     Jf x  R x , there exist   Maxm R x  
and     Jg x m x  R  such that      f x g x R x . 
Now, assume that  f x  is a non-zero polynomial in 

  R xJ  of degree t. Since x is a non-unit element in 
 R x , there exists a maximal ideal m of  R x  such that 

x m . So 1tx m  . On the other hand, by parts (ii) and 
(iii) of Remarks 2.1,  J 1tx R x  . Also  
   1tf x x R x . Hence the graph   R x  is con-

nected and     3di R xam   . 
The following proposition states that the diameter of 

  R x  is never one. 
Proposition 2.3 The graph  R x   is never com- 

plete. 
Proof. Clearly   x W R x  and    20, ,x x xR x . 

The claim now follows from [1, Theorem 2.1]. 
The following corollary is an immediate consequence 

of Theorem 2.2 and Proposition 2.3. 
Corollary 2.4    diam 2R x 


 or 3. 

Proposition 2.5 Suppose that R x J 0 . Then  
   diam 2R x 

 
. In particular, if R is reduced, then  

  diam 2R x  . 

Proof. In view of [1, Corollary 2.4],  
   diam 2R x  . Now, by Proposition 2.3, one can 

conclude that     2R xdiam   . Also, if R is reduced, 
then by Remarks 2.1 (ii),   Nil 0R x   and so, by  

Remarks 2.1 (iii),      il xJ NR x R 0  . 

In the next two theorems, we investigate the girth of 
the graph   R x . 

Theorem 2.6 Suppose that R is a non-reduced ring. 
Then every element of   J R x  is in a cycle of length 
three. 

Proof. Assume that  f x  is a non-zero element in 
  J R x  of degree n and consider the elements tx  and 

1 tx  in  R x , where t . Then, by Remarks 2.1 
(iv), there exist maximal ideals m1 and m2 of 

n
 R x  such 

that 21
tx m m  and 2 11 tx m m  . Since t > n, 

   tf x x R x  and      1f x tx R
t

x  . Also, by parts 
(ii) and (iii) of Remarks 2.1, x  and 1 tx  do not 
belong to   J R x . So,    tx f x R x  and  
     1 tx f x R x  . Thus,  f x  is adjacent to both 
distinct vertices tx  and 1 tx . Moreover, it is easy to 
see that tx  is adjacent to 1 tx . Therefore we have the 
cycle 

     1 .t tf x x x f x     

Theorem 2.7     3g R x  . 
Proof. Consider the elements ,1x x  and 21 x x   
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in  R x


. So there exist two maximal ideals m1 and m2 in 
R x  such that 1 2x m m   and 2 11 x m m   . Hence 

the vertex x  is adjacent to 1 x . Also, clearly  
   21x x x R x   and    21 1x x x R x   . Now, 

since the polynomials x and 1 x  do not divide the 
polynomial 21 x x  , we have that  21 x x x R x   
and    21 1x x   x R

   1 1

x
2

. Hence 

 1 2x x x  x x x      

is the required cycle. 
In the next theorem we study the clique number of 

  R x . 
Theorem 2.8 In the graph   R x ,  

 


n

 R x

 

nG


  R x



clique   is infinity and hence the chromatic  

number  is infinity. 
Proof. Let  be a positive integer and consider the 

subgraph  of R x
| , ,


2

 with vertex-set  
 t 1 x x n n 

i
   . Now, for every two distinct 

polynomials 1 x x    and 1 jx x  

  

 with i < 
j, clearly we have that 

1 1 .i jx x x   x R x   

, 2n i j n 

 

Also, since , we have that 2 1j i  . 
This means that , and so 1j i i   1 ix x    does 
not divide the polynomial 1 jx x


 


. Thus  

 1 1j ix x x  

x R x    . Hence, nG  is a 

complete subgraph of R x   which is isomorphic to  

1nK 

 R x

. So  is infinity. This implies that     R x


cliq

 
ue

  is infinity. 
Theorem 2.9 The cozero-divisor graph   R x  is 

not planar. 
Proof. In view of the proof of Theorem 2.8, for all 

positive integers , the cozero-divisor graph n   R x  
has a complete subgraph isomorphic to nK . In particular, 
for , the graph 55n  K  is a subgraph of  R x  . So, 
by Kuratowski’s Theorem (cf. [8, p. 153]),   

1

R x

n

 is 
not planar. 

Recall that a graph on n vertices such that   of 
the vertices have valency one, all of which are adjacent 
only to the remaining vertex a, is called a star graph with 
center a. Also, a refinement of a graph H is a graph G 
such that the vertex-sets of G and H are the same and 
every edge in H is an edge in G. Now, we have the fol-
lowing result. 

Proposition 2.10 If there exists a maximal ideal m of 
R with 2m , then there is a refinement of a star graph 
in the structure of   R x

m 
. 

Proof. Suppose that  is a maximal ideal of 
R. Then, for every element  with 

0,
b W

a
 R a b , we 

have that . Also . Hence, a is adjacent to 
b. Therefore,  is a refinement of a star graph with 
center a. Now, by Remarks 2.1 (v),  is an in- 

duced subgraph of 

b a

R a b
 R

 R

 R

  R x . So  R x



  contains a 
refinement of a star graph. 

3. Cozero-Divisor Graph of   R x  

We begin this section with some elementary remarks 
about the rings of power series which may be valuable in 
turn. These facts can be immediately gained from the 
elementary notes about power series. 

Remarks 3.1 
   0

i
i if x a x
   is a unit in  R x    if and only if 

0a  is a unit in R. 
   0

i
i if x a x
   belongs to the Jacobson radical of 

 R x    if and only if 0a  belongs to the Jacobson 
radical of R. 

  R x  
 The cozero-divisor graph  R  is an induced sub-  

 is a local ring if and only if R  is local. 

graph of   R x     , but   R x  is not a subgraph  

of   R x     , since 1 + x is a vertex of   R x


 
but it is not in the vertex-set of .   R x   

In the following proposition, we study the connectivity 
and diameter of   R x    

 

, whenever R is non-local. 
Proposition 3.2 Let R be a non-local ring. Then the 

cozero-divisor graph  R x      is connected and  
   diam R x   3  

Proof. Suppose that 
. 

  0
i

i if x   a x
  is a non-zero 

element in   J R x   . By [6, Theorem 2.5], it is 
enough to show that  f x  is adjacent to some element 
in      R xW R x J     . In this regard, we have the 
following two cases: 

 

a U
W R



Case 1. Assume that i , for some  and 
consider an element b in . We will show 
that 


 

R
 J R

1i 

 f x  is adjacent to b. Clearly, by Remarks 3.1 (i),  

(ii),      b W R x J R x        . Now, assume in con- 

trary that    b f x R x     and look for a contradiction.  

We have that    x g xb f , for some   0
i

i ig x g
  x  

in  R x   . Since, by Remarks 3.1 (ii),  a J R0  , we 
have that  Rb J  which is impossible. Also, if  f x  

 bR x   , then i ia bg , for some non-zero element gi in 
R, which is impossible. Therefore  f x

R

 and b are ad- 
jacent. 

Case 2. Suppose that i , for all . First 
assume that 

a W 1i 
 Ri , for some . Hence, there 

exist maximal ideals m and  such that ia m
a J 1i 

m m  . 
By considering an element b in , one can con-
clude that ai is adjacent to b. Now if 

m m
   f x bR x    , 

then i ia bg , for some non-zero element gi in R which 
is a contradiction because the vertices ai and b are adja- 
cent. On the other hand,    b f x R x   . Thus the ver- 
tices  f x  and b are adjacent. 

Now, let  Ria J , for all . Choose  1i 
   J Rb W R  . Hence      J R x  b W R x    . 
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We claim that  f x  is adjacent to , where t is 
the least non-zero power of 

1tb x 
x  in the polynomial  f x . 

Clearly,      1tf x b  x x R  . Now, if 1tb x    
   f x g x   0i for some i

ig x   g x
  in  R x  , then 

0 1t ta g a  


1 01 ,g  

which belongs to J R  and this is impossible. Hence, 
we have that  f x  

R x  

    3   


 

is adjacent to . 1tb x 
Therefore   is connected and also, by 

considering the above cases, it is routine to check that 
. 

 

R x

 
i



i

diam 

R x  

In the next lemma, we investigate the adjacency in 
 in the case that R is a local ring. 

Lemma 3.3 Assume that R is a local ring with maxi- 
mal ideal m. Let 0 if x a 

 
x  be a non-zero element 

in J R x   . Then we have the following statements: 
 if 0 0a  , then  f x  is adjacent to x ; 
 if 0 0a   and  ia U R , for some 1i  , then  f x  

is adjacent to all non-zero elements of  J R ; and, 
 if 0 0a   and mia  , for all 1i  , then  f x  is 

adjacent to 1tx  , where t  is the least non-zero 
power of x  in  f x . 

Proof. 1) Assume on the contrary that    x f x g x , 
where   0

i
i ig x g x a g

g a




  . Then 0 0  and  

0 1 . Since a0 and g0 belong to m, we have that 
 which is a contradiction. Also we have that 

0
0 11 a g 

1 m
  f x x R  x   . Thus f x  is adjacent to x. 
2) Let b be a non-zero element in m. Then if 
   f x b R  x 

 
  , we conclude that ia  which is 

impossible. So 
m

 f x b x   R  . Now, since 0 0,a   
   b f x R  x   . Therefore, f x  is adjacent to . b

3) Clearly, since  is the least non-zero power of t x  
in  f x ,    1tf x x 


R 

  
x  . Moreover, if  

1tx f x g x  , for some   0
i

i ig x   g
 x  in  R x   , 

then 

0 1t ta g a 

m
 

1 01 .g   

This means that 1  which is impossible. Hence 
 1tx f x R x     . So  f x  is adjacent to 1tx  . 

The following result, which is one of our main results 
in this section, states that   R x

 R x 



    is connected and 

the diameter of  is not exceeding four.   
Theorem 3.4 The cozero-divisor graph   R x    

4

  

is always connected and also .  R x      diam

Proof. Owing to Proposition 3.2, the result holds in the 
case that R is non-local. Assume that R is a local ring 
with maximal ideal m. In view of part (iii) of Remarks 
3.1,  R x  

0

 is also a local ring. Now, let  

i i  if x a
   0x   and i i

ig x  


0
 

b x


  

0a 0b

 be two non-zero 
elements in  that are not adjacent. We have 
the following cases for consideration: 

 W R x

0
 

Case 1.  and . Then by Lemma 3.3 (i), 
we have that f x x

0 00a b 
g 

i j 
x

,a b
. 

Case 2. . If , for some i, j, 

then by part (ii) of Lemma 3.3, 

 RU

   f x c g x  , for all 
non-zero elements  in m . c

mAlso, if ,i ja b  , for all , and  are the least 
non-zero powers of x in 

,i j ,t t
 f x  and  g x , respectively, 

with t t  , then by Lemma 3.3 (iii), one can easily 
check that    1tf x x  g x  . 

Finally, we may assume that for some positive integer 
i,  ia U R  and jb m , for all j. Thus, by parts (ii) 
and (iii) of Lemma 3.3, we have the path  
   1tf x c x  

t
g x

m
, where c is a non-zero element in 

 and  is the least non-zero power of x in  g x . 
Case 3. Without loss of generality, we may assume 

that 0 0a   and 0 0b  . So, if , for some j, 
then in view of parts (i) and (ii) of Lemma 3.3, we have 
the path 

 jb U R

   f x x c  g x 

b

, where c  is a non-zero 
element in m. 

Moreover, if j m , for all j, then by Lemma 3.3, we 
have    1tf x x xc  x   g , where  is a non-zero 
element in m and t is the least non-zero power of 

c
x  in 

 g x . 
Therefore, the cozero-divisor graph   R x      is 

connected and in view of the above cases, one can easily 
check that    diam R x 4     . 

The following lemma is needed in the sequel. 
Lemma 3.5 Let  a W R

i j

  and let i and j be posi-
tive integers such that 2i  . Then the vertices 

ia x  and ja x  are adjacent in .   R x    
Proof. Suppose to the contrary that  

   i xja x a x f   , where  
  0 1

j i
j if x b b x b x 
  is a non-zero polynomial 

in 
   
 R x   . So, we have 0  and b0 = 0. Thus a = 0 

which is a contradiction. Hence 
ab a

 


 j ia x a x R x      . 
Also, clearly    i ja x  a x R x   . So the vertices 

ia x  and ja x  are adjacent in the cozero-divisor 
graph   R x     . 

In the next theorem, we show that .  R x     g 3 

Theorem 3.6 The cozero-divisor graph   R x      
has girth three. 

Proof. Let  Ra W  . Consider the elements x, 
2a x  and 3a x  in  R x   . Clearly,  

   2x a x R x     and    3x a x R x    . Also, since  

0a  , 2a x  and 3xa   don’t belong to  xR x   . 
Hence, we have the following path 

  x 2 3 .a x a x   

Now, in view of Lemma 3.5, one can conclude that 
2a x  and 3a x  are adjacent. Therefore, we have the 

cycle    2 3x a x a x x    

 
. Hence,  

  g 3 R x   . 

In the next theorem, we compute the clique number of 
  R x     . 

Theorem 3.7 In the graph ,    R x   
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 clique R x     is infinity and hence    R x       

is also infinity. 
Proof. For every positive integer , it is enough to 

construct a complete subgraph of    with  
vertices. To this end, let n  be an arbitrary positive 
integer and . Then, by Lemma 3.5, it is easy 
to see that the subgraph with vertex-set  

n
  R x  n

2n



 a W R

 1, ,na x a x   is a complete subgraph of  

 R x      which is isomorphic to nK . So  

 R x  

   R x     

clique   is infinity and this implies that 

 is infinity. 

We end this section with the following theorem. 
Theorem 3.8 The cozero-divisor graph   R x      

is not planar. 
Proof. In view of the proof of Theorem 3.7, 5K  is a 

subgraph of  Thus, by Kuratowski’s The- 
orem,  is not planar. 

 R x     .
  R x  




4. Cozero-Divisor Graph of R R1 2  

Throughout this section, R1 and R2 are two commutative 
rings with non-zero identities. We will study the cozero- 
divisor graph of the direct product of R1 and R2. Note that 
an element   belongs to W if and only if 
a  b e begin this section with 
the following lemma. 

 
 

,a b
 or

 1 2R R  
W 1W R  2W R .

Lemma 4.1 Suppose that 1 n  is a direct 
product of finite commutative rings. If i  is adjacent to 

i  in , for some , then every element in 
R with i-th component  is adjacent to all elements in 
R with i-th component . 

R R R  
a

i n 

b

b  iR 1

i

a

a

ib
Proof. Suppose that i  is adjacent to i  in  iR

 , , na a
 

and assume on the contrary that the vertices 1  
and  are not adjacent in . Without loss 
of generality, suppose that  






 1, , nb b R 

   1 1 1, , , ,n na a b b R R   
    , , , , , ,a a b b r r  

n

1 1 1 n , for some non-zero ele- 
ment . Therefore i i i  and hence  
is not adjacent to , which is a contradiction. 

. Thus  

n n

 1, , nr r R
b

a rb ia

i

The following corollary follows immediately from 
Lemma 4.1. 

Corollary 4.2 Suppose that  ,a b ,  
    1,a b W R W R    

 1 2R R 
2  such that they are not adja- 

cent in . Then a is not adjacent to a  in 
 and b is not adjacent to  in .  1R b  2R

In the next lemma, we establish some relations be- 
tween the adjacency in the graph  and adja- 
cency in both graphs  and . 

 1 2R R 
 2R


 1R

Lemma 4.3 
 Let 1a R  and 2,b b R . Then  ,a b  is adjacent 

to  ,a b  in  1 2R R  if and only if b is adjacent 
to b  in  2R . 

 

 Let 2b R  and 1,a a R . Then  ,a b  is adjacent 
to  ,a b  in  1 2R R  if and only if a  is adja- 
cent to a

 
  in  R . 1

Proof. 1) Suppose that  ,a b  is adjacent to  ,a b . 
Note that if at least one of the elements  or bb   is 
zero or unit, then  ,a b  is not adjacent to  ,a b  in 

 1 2R R  . Thus we can suppose that  2W R

R
,b b . 

Now, if  is not adjacent to , then 2b bb b   or 

2b bR . So without loss of generality, we may assume 
that b rb  for some non-zero element 2 . Hence rR
    ,a b, 1a b r,  . This means that  and  ,a b  ,a b  
are not adjacent in  1 2R R

b
   which is impossible. 

Therefore  and b   are adjacent in 2 . Con- 
versely, if  is adjacent to b , then by Lemma 4.1, we 
have that 

R 
b 
 ,a b  is adjacent to .  ,a b

2) The proof is similar to part 1). 
The following propositions follow directly from 

Lemma 4.3.  
Proposition 4.4 Assume that either  or   1R
 2R  is not planar. Then  is not planar. R  R1 2

Proof. Without loss of generality, suppose that  
 1R  is not planar. So, by Kuratowski’s Theorem (cf. 

[8, p. 153]), it contains a subdivision of 5K  or 3,3K . 
Now, by Lemma 4.3 (ii), one can conclude that  

 R1R  2

Proposition 4.5 In 
 is not planar. 

 1 2R R  , we have the following 
inequalities: 

   1 2clique R R   

      1 2Max clique ,cliqueR R    ; 

          1 2 1 2Max ,R R R R       


 . 

Remark 4.6 Suppose that  and 1a R 2b R . Then 
 ,0a  is adjacent to  0,b . 

In the following theorem, we invoke the previous 
lemmas to show that  1 2R R 

R
R

 is a complete bipartite 
graph whenever  and  are fields. 1 2

Theorem 4.7 Assume that 1  and 2  are fields. 
Then 

R
R

 1 2R R   is a complete bipartite graph. 
Proof. Put   R1 1: ,0 |V a a  and  

  | b R2 2: 0,V b   . Clearly . By  1 2 1 2V V W R R  
Remark 4.6, every element in V1 is adjacent to all ele- 
ments of V2 and vice versa. Also, it is easy to see that 
there is no adjacency between vertices in V1 (or V2). So 

 1 2R R   is a complete bipartite graph. 
Corollary 4.8 Let  be an arbitrary field. Then 
 2    and  2    are star graphs. 
Remark 4.9 It is easy to see that  is adjacent to  ,a b

 0,b  in  1 2R R  , for any 1 , aR  2b W R  and 
 2Rb U . Similarly,  ,a b  is adjacent to  ,0a   

 21R  R , for any ,  and   1Ra W 2b R
 1

The following theorem is one of our main results in 
a U R . 

this section. 
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Theorem 4.10 The cozero-divisor graph  1 2R R   

 are arbitrary 
is

el

. If , then consider 
th

 connected and   diam 3R R   . 
Proof. Suppose t

1 2

hat  ,a b  and ,a b  
 the foements in  1 2W R R  e have llowing cases 

for considera
Case 1. ,a a

. W
tion: 

 1W R
  ,0 0,1a a

 0b b 
. If b e path  ,0 0  and 0b   , 

then, by Re at    mark 4.9, we have th  ,a b,b 1,0a  

. 

 

0b 

. 
Now, suppose that 0b   and 0b  . Then, in view of 

 can obtain the path  
     1,0 0,1 ,0a    in  1 2R R  . The simi- 

lar result holds in
a W 0b

Remarks 

Case 2.  and . If

4.

hat 

6 and 4.9, one

 the case t
 ,a b

0b   and 
 1a W R  1R   , then, 

by Remark 4.9, whenever b 0 , we have that  ,a b   
 a ,b  . Ot 0  . Sherwise, b ince    1 2W R    
and  1a W R , we have  2R . Now, if 

,a b
b W

R

 0,1   
 1 2R R , then 2b R . Bu ,a b   1 t    and

Hence
a

2 2W R
 

, it is e

b R
  which is

, a 



0

 
this   21 W R  not true.  

1 2R since sy to 
see that    1 2,a b R    . Therefore, we have the 

  1 ,a b

im
 0,1

path 

plies that
a b R  

0
  , 1,0

 ,

 a b

. Also
,1 R
0,   . A f 0b  lso, i  , then 

by Rema  can consider the path 
 ,0a r result ho f a

rks 4.6 and 4
  1 ,a  

.9
b . Th

, we
e simila0, lds i   

 1W R  and  1a W R . 
1R . Then we have that  Case 3. ,a a W

 2R,b b W
co

, and we can
 of ordered pa

 apply Case 1 on the second 

Now, in vi

of the complete cozero ivisor graph 

 

mponent irs. 
ew of the above cases, it is easy to see that 

  1 2diam 3R R   . 
In the next proposition, we provide a characterization 

-d  1 2R R  . 
Proposition 4.11 The graph  1 2R R   is complete 

if and only if 1 2R R  is isomorphic to  2 2 .
Proof. If 1 2R  , then  0  is not 1, adjacent to 

 ,0a , for so 1a R . Similarly, me if 1 2 2R  , then 

of  
. Note that  to be totally 

Theorem
ne of the cozero-divisor graph 

 1 2R R   is complete. So, if  1 2R R   is 
ete, then 1 2 2 2R  . Also, cle graph 

2 2  is complete. 
Corollary 4.12 1 2 2 2 , then  

 diam = 2  or 3. 


compl
 

not 
R  

If R R

arly the 
  

   


eorem, we study t
R R 1 2

In the following th he girth 
 we consider  1 2R R 

dis
 2 

connected. 
 4.13 

 If at least o  1R

2  . 

 or
totally disconnected, then  

  4
 If  the 

 t

 
 2R  is not 
  1 2g 3R R   . 

 If   and 2 2R   , then  1g R R 
 and R2 is a

1 2R 
1 2

 If 1 2R    and R  is not a field,
R    field, n   1 2g R R   . 

hen  2

  1 2 3, 4g R R    or  . 
Proof. 1) Without loss of generality,

 such that a is adjace
 suppose that

nt to b. Now, by
 
  2,a b W R

Lemma 4.3 (i) and Remark 4.9, we have the cycle 

       1, 0,1b   in  1 2R R  . 
2) Let 1a R

0,1 1,a 
  and 2b R  such that a and b are not 

 cycleidentity. Now, consider the   
         ,0 0 ,0 0 ,0a    in  1 2R R  . 

3) By Corollary 4.8, 
,1 1 ,a b 

 2    is a star graph and 
so   1 2g R R    . 

4) First, assume that  2 1 . Let U R   2a W R  
and  21 b U R  .  Now, s 4.6
ha

by Remark  and 4.9, we 
ve the cycle          0,1  in0,1 1,    1,0 0,b a
 1 2 . In theR R  case that  2 1U R  , if  2R  is 

not totally disconnected, then by part 1),  
  1 2 3g R R   . So, assum ja-

cency in 
e that there is no ad

 2R . In this situation, we first show that 
 1 2R R   is a bip artite graph. To this end, set  

  2: 0,V a a R1
   and     2 2: 1,V b b W R  . Clearly,  

 1 2 1W R R V   
tices in 1V  (or 2V
bipartite graph, and

2V . Al  two ver- 
) are R  is a 

so, by Lemma 4.3, no
adjacent. So R 1 2

 thus   1 2 4g R R    or  . 
Now, by Remark 4.9,  0,1  is adjacen rtices t to all ve
 1,b  in  1 2R R  , where 2 o  , and alsb W R  1  
is adjacent to all vertice

,0
s  , a  in  1 2R R  , where 

2

0
a R . H here exis ent ence, if t t an elem  12a R  
and  2b W R  such that   is   0, a adjacent to  1,b  
in  1 2R R , then    1 2 4g R R   . Oth  
girth o-divisor gra  1 2R R   is infinity. 

The g exam g 1 2R R

erwise

in

, the
 of the cozer

followin
ph 

ple presents a r   with 
 2 1U R   which satisfies parts of Theorem  1) and 4

4.
of Theorem

) 
f the las13. This shows that all cases in the proof o t part 

 4.13, can occur. 
Example 4.14 Let 1 2R    and 2 2 2R    . Then 
  osition 4.11,  2 2    

3 (i), we ha
2 2 1U     and by Prop

is complete. Hence, by em 4.1 ve that 


 Theor
  2 2 2 3g      . 
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