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ABSTRACT 

While the use of three-dimensional (3D) geographical information system (GIS) is becoming in rapid development and 
being used in various fields such as urban and regional planning, disaster management and planning, mobile navigation 
and etc., commercial and open source GIS software packages tend to offer 3D-GIS functionalities for their products. On 
the basis, GIS analysis functions are to provide information with respect to geographical location and by having 3D 
spatial data as an input, it will give advantages in providing horizontal position information. However, to analyze mov- 
ing objects (temporal) in 3D seems not an easy task and not fully supported by current GIS platform packages. Previ- 
ously in two-dimensional (2D) GIS practice, main issue addressed by researchers in managing temporal spatial objects 
is GIS packages were designed based on hardware and software constraints whereby it should be based on the temporal 
spatial objects ontology. Nowadays, the trend of managing temporal 3D data is via 3D spatial simulation or animation. 
This approach will not in assistance for GIS users in conducting spatial queries. Without having a suitable ontology and 
valid topological data structure for temporal 3D data, it will cause repetitive of temporal data (redundancy) and compli- 
cations in executing spatial analysis in 3D environment. Therefore this paper focuses on the ontology for managing 
moving 3D spatial objects (i.e. air pollution, flood). The characteristics of moving objects were reviewed thoroughly by 
categorizing it based on its different appearances. Moreover, existing methods in managing temporal database were 
addressed and discussed for its practicalities. Another important aspect in managing temporal 3D objects is the imple- 
mentation of topological data structures for 3D spatial objects were reviewed. In the last section of this paper it summa- 
rized the issues and further ideas towards implementing and managing temporal 3D spatial objects in GIS based on the 
Geoinformation Ontology (GeO). 
 
Keywords: Multidimensional GIS; Temporal GIS; Geoinformation Ontology; 3D GIS; 3D City Modeling 

1. Introduction 

Users now interested in the visualization of three dimen- 
sional (3D) objects [1-3]. It can be seen from users de- 
mand in 3D based applications [4,5]. These as to facili- 
tate the visualization of 3D objects as it is more realistic 
than the two-dimensional (2D) display. Undoubtedly that 
a 3D view of a building model is more realistic compared 
to 2D floor plan of a building. Now most of the major 
cities have their 3D buildings in order to promote tourism 
and investors for their cities. Yet the direction of these 
cities is to increase the total number of 3D buildings in 
each city (Figure 1). 

The trends of 3D city model development can be seen 

from the efforts of many [6,7]. However, most of the 3D 
city models are mainly used for visualization; perceiving 
the developments that took place in a city or just to look 
at the interesting architectural shapes of buildings. Al- 
though visualization alone is not sufficient for GIS, but 
the trend of 3D data usage should be taken into account. 
Definitely based on the trend, 3D data will be an impor- 
tant resource in the near future. Moreover the analysis of 
3D data will become more complex. 

The basic functions of Geographical Information Sys- 
tem (GIS) to provide information with respect to location 
may be extended to challenging functions. Currently GIS 
managed to answer questions about WHAT and WHERE 
conditions. But there is no doubt that users will be more 
geared to WHAT, WHERE and WHEN scenarios in the 
future [8]. The “When” could be divided based on the *Corresponding author. 
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Figure 1. 3D city models of some major cities (March 2013). 
 
situation whether it had already happened (3D historical 
information) or when it will happen (3D planning and pre- 
diction). For instance a user that conceivably interested 
in the developments of a city, simple questions will be 
raised like “when was this new landmark been built and 
what form of building demolished before this landmark 
been developed?”. More questions raised in more general 
situations [9]. In this situation, users do not only want to 
know about the existing 3D data and information, but 
also about 3D information before it was constructed. 

Previous discussions show the need for 3D spatial data 
management in the future. 3D data will be among the top 
choice in the future because of its advantages in provid- 
ing information, which is almost similar to the real world 
[10,11]. Today, 3D visualization is very useful for plan- 

ning and monitoring purposes [12,13]. Others 3D aspects 
such as 3D data management, 3D analysis and 3D data 
sharing should be taken into account. As for the 3D visu- 
alization it is widely implemented. But for the 3D data 
management, 3D analysis and 3D data sharing needs 
further study. 

Previous section stated “When” in user’s queries. It is 
closely related to the time interval. If there is a time in- 
terval/period, then there is a possibility of spatial change. 
An example, between urban and rural areas, the changes 
remain in effect. The difference for urban places, chan- 
ges occur rapidly compared to rural areas due to the de- 
velopments. Similarly, slopes are classified as dangerous 
slope and moderate slope, changes are more likely to 
occur in dangerous slopes in the terrain compared to the 
moderate. Spatial changes could be in a form of geome- 
try changes, positional changes or attribute feature chan- 
ges [14]. But other concepts of the classification for spa- 
tial changes are based on the concept of geo-atoms [15]. 
Mentioned before by Nadi and Mahmoud [14] it could be 
classified as geo-objects. Another classification; geo-fi- 
elds which stresses the geo-dynamic and static fields. 

3D objects that change/move in time can be catego- 
rized as a moving 3D objects [16]. Erwig, Hartmut, 
Schneider, and Vazirgiannis [9] stated the integration of 
space and time is geometries changing over time. An- 
other definition categorized spatial objects that change 
after certain time interval or period could be classified as 
dynamic spatial objects [14]. Moving objects in 3D (3D 
dynamic objects) should be managed intensively. 3D 
visualization of moving objects currently is mostly dis- 
played by using animations, 3D representation and multi- 
media approaches. For spatial analysis, 3D data for visu- 
alization purposes is not enough. The basic framework 
for each object need to be studied and different methods 
should be developed for different characteristics. For 
example, the phenomenon of urban growth, hydrographic 
or transportation requires different approaches in the 
methods of implementation [17]. Important features such 
as spatial and attribute independently, queries for events 
and mechanisms for information security should be 
maintained [18]. 

To extend GIS to temporal dimension is not an easy 
task [19]. Researchers have to overcome these issues for 
future GIS-complex analysis. This is because each ob- 
ject on the earth’s surface are moving [20]. The move- 
ment could be sluggish or rapid. Records of the spatial 
objects movement in the 3D can provide advantages in 
terms of 3D visualization, planning, 3D monitoring and 
decision-making process [21-23]. Based on historical and 
present information, these patterns could be recorded and 
this information is useful to make predictions for future 
scenarios [24]. 

In the next section explanation is made on the 3D 
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temporal objects, object characteristic features and how it 
is in the context of Geoinformation ontology (GeO). 
Then Section 3 describes the temporal data management 
in the context of temporal databases, valid and transac- 
tion times and temporal database classification. Section 4 
discussed about 3D data structure for temporal imple- 
mentation. At the end of this article discusses and sum- 
marization was made for the implementation of 3D tem- 
poral objects in GeO. 

2. 3D Temporal Objects 

3D temporal objects or moving 3D objects can be classi- 
fied as objects that involved in two different dimensions. 
The first dimension is the spatial dimension and the other 
is the temporal dimension. Spatial dimension is a dimen- 
sion that linked the position or location of the 3D object 
in the real world. While the changes that occur on the 3D 
object according to a specific time interval designated as 
the temporal dimension. For spatial dimensions, 2D 
shows the information about the planar surfaces while 
the 2.5D and 3D shows the complete representation of 
spatial objects. Furthermore, the 3D data model only 
describes static topographic conditions [25]. Changes in 
temporal situation can be viewed from several aspects 
[26]. Perhaps changes in attribute change over time (δz/ 
δt), attributes change over space (δz/δx) or spatial change 
over time (δx/δt). 

2.1. Moving 3D Object Characteristics 

Demands for temporal 3D management are increasing 
[25]. In Euclidean space or Euclidean three-dimensional 
plane the link between the axes x, y and z were set prop- 
erly. However, to introduce temporal elements in the axis 
requires specialized and further research. Goodchild, 
Yuan and Cova [15] elaborate the commonly observed 
characteristics of geo-objects through time, based on 
three conditions (Figure 2). 

Object features that are said to be dynamic can be in 
several forms [27]: 
 Moving objects—Objects can be created and de- 

stroyed that are free to move and change attributes 
[26]. 

 Dynamic fields—Every space-time point has a value 
for any number of fields. 

 Static elastic objects—Objects can be created and 
destroyed that have dynamic extent and attributes 
[28]. 

 Moving elastic objects—Objects can be created, de- 
stroyed, move and change extent. 

 Moving elastic objects with internal variation—Blend 
of dynamic fields and objects [15]. 

 Hybrids—Any combination of the prior user views. 

 

Figure 2. Temporal variability in geo-objects [15]. 
 

In ISO, classification of movement has the following 
characteristics [30]: 
 The feature moves within any domain composed of 

spatial. 
 The feature may move along a planned route, but it 

may deviate from the planned route. 
 A motion may be influenced by physical forces, such 

as orbital, gravitational, or inertial forces. 
 The motion of a feature may influence or be influ- 

enced by other features, e.g.: 
◦ The moving feature might follow a predefined 

route (e.g., road) and might change routes at 
known points (e.g., bus stops, waypoints). 

◦ Two or more moving features may be “pulled” 
together or pushed apart (e.g., a predator detects 
and tracks a prey, refugee groups join forces). 

◦ Two or more moving features may be con- 
strained to maintain a given spatial relationship 
for some period (e.g., tractor and trailer, con- 
voy). 

This international standard defines a standard method 
to describe the geometry of a feature that moves as a 
rigid body. Transformation of 3D objects (Figure 3), 
such as Scaling, Translation, Rotation and Reflection in 
R3 has been translated in the existing R3 matrixes [29]. 
However, it is only useful for fixed and physical un- 
changing objects. For other temporal characteristics men- 
tioned, further research is needed for the process of map- 
ping 3D objects in GIS. 

Approaches in modelling the 3D temporal objects are 
through animation, simulation or the method of time 
stamping [14,31]. The result is satisfactory; just from the 
aspect of GIS it is only good for visualization purposes. 
Temporal changes can be in a form of databases, geome- 
try or graphic changes and most methods described are 
based on the graphic changes. A database structure for 
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emphasizes the calculation of 3D volumes in urban run- 
off and takes into account the movement of water from 
various water sources and the collision resulted in a new 
form and eventually lead to increased water volume 
(Figure 5). It can be seen from the concept of metaball 
approach [34]. 

3D temporal objects is required for GIS analysis. Based 
on existing approaches mentioned earlier, each animation 
or simulation of 3D objects must be done separately from 
the package that is available in GIS. Many applications 
of geographical information ignore the temporal dimen- 
sion and the third (vertical) spatial dimension due to GIS 
technology itself that puts constraints onto these dimen-
sions [15]. 

 

2.2. Temporal 3D Objects in Geo-Information 
Ontology (GeO) 

Geoinformation ontology (GeO) is imperative from the 
view of entity classification of geographic information. 
GeO process at the beginning of GIS is not well-ad- 
dressed and the problem arises in determining the data 
model because of limited to vendors. Now the imple- 
mentation of ontology in the web has been taken into 
account [32]. Grenon and Smith [33] also state the Basic 
Formal Ontology (BFO) in SNAP ontology. 
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Ontology describes relations between entities. For 
moving objects, Goodchild, Yuan, and Cova [15] catego- 
rize it to rigid and elastic objects (Figure 4). But in the 
other hand, a procedure to create new 3D objects in the 
3D dynamic GIS environment should be taken into ac- 
count. Yusoff, Uznir Ujang, and Abdul Rahman [34]  
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Figure 3. Arbitrary axis rotation in R3 [29]. 
 

 

Figure 4. Basic elements of the theory, eight types of dynamic geo-objects [15]. 
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(a)                                                          (b) 

 
(c)                                                          (d) 

Figure 5. 3D dynamic VSG modelling for overland flow and open channel flow visualized at (a) 1 hour; (b) 6 hours; (c) 12 
hours; (d) 18 hours rainfall data [34]. 
 
3. Temporal Data Management 

3.1. Temporal Database 

Dynamic object is an object that changed in the interval 
of time. The time interval requires management of the 
temporal element. In this section we introduce the main 
concepts of temporal databases. Then some explanation 
of the two main time dimensions considered in this area: 
valid and transaction times. The storage and management 
of information that has several temporal aspects have 
been extensively investigated within the research area of 
temporal databases [35,36]. The study of temporal di- 
mensions of data started with much work on the defini- 
tion of temporally-oriented extensions of the relational 
model. 

3.2. Valid and Transaction Time 

There are two basic classifications in the temporal di- 
mension. The first one, called transaction time, refers to 
the moments at which a fact is entered into or deleted 
from the database; the second one, called valid time, re- 
lated to the time at which the fact is/was true in the mod- 
eled reality. Valid and transaction times are widely rec- 
ognized as the two basic temporal dimensions of tempo- 

ral databases [37]. Furthermore, there exists a consoli- 
dated terminology about temporal databases dealing with 
valid and/or the transaction times [38]. Valid and trans- 
action times are defined as: Valid time: The valid time 
(VT) of a fact is the time when the fact is true in the 
modeled reality and Transaction time: The transaction 
time (TT) of a fact is the time when the fact is current in 
the database and may be retrieved. Valid time is usually 
provided by the database users, while transaction time is 
system-generated and supplied. 

3.3. Temporal Database Classification 

A widely accepted classification of valid and transaction 
times has been proposed in the literature in the past years 
[39,40]. Based on the classification, there are classes that 
possibly support temporal dimension data. Snapshot da- 
tabases represent only the current state of the modelled 
world. It can be achieved by using time specified by the 
user in the temporal dimension of the database. The 
database system does not support any information about 
time semantics, but only the time domain. 

Valid-time databases are like historical databases. It 
supports only the valid time and the history of database 
updates is not managed. For example, data insertions and 
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deletions are not recorded; only the temporal dimensions 
of the modelled facts are considered. As an analogy, it 
can represent only the intervals for temporal events, 
while it is not possible to keep a trace of when the users 
or personnel entered into or deleted the data from the 
database. 

On the other hand, in transaction-time databases, only 
the transaction time is supported: users can keep trace of 
the update operations performed on the database, but not 
able to represent the temporal dimensions of the repre- 
sented facts. From previous example, transaction-time 
databases allow only the times at which the users or per- 
sonnel enter or deletes the data: the system is not able to 
support the representation of the intervals during the 
temporal events. 

Meanwhile the bi-temporal database support both 
transaction and valid time. The system is able to support 
both the time during the interval and the time where the 
users or personnel entered or deleted the database. 

Prior to temporal modelling, temporal database selec- 
tion should be done to meet the objective. Based on pre- 
vious research, a snapshot-database is the most effortless 
to implement. However the disadvantage of snapshot 
database is storage issue. All new events need to be put 
into the database. Besides, this approach led to data re- 
dundancy. Any existing object changes in an event, a 
new record will be recorded and this will increase the 
number of records for the same object in the database. 

For valid-time and transaction-time database, it depends 
on the application aims. As described earlier, there are 
advantages and limitations for both types of databases. If 
valid time is vital, then the valid-time database can be 
used. However, for transaction-applications based that 
involves with the importance of transaction instant, so 
transaction-time database capable to record all business 
transactions conducted. However if both criteria are 
needed in the database, then the appropriate choice is the 
bi-temporal databases. 

4. 3D Data Structure 

3D data structure is one of the key elements that need to 
be highlighted in the implementation of 3D data for 
temporal situations. There are a variety of 3D data struc- 
tures that are still in the spatial-research stage. These data 
structures were introduced to resolve existing problems 
in the data structure. This section will look at some pre- 
vious research on the structure of 3D data in a temporal 
environment. The structure is Voronoi diagram data 
structure, kinetic 3D Voronoi diagram and Dual Half- 
Edge data structure. 

Mostafavi, Beni, and Gavrilova [41] proposed Voronoi 
diagram as a very powerful spatial model and tested it in 
different case studies (i.e. gas simulation and global tides 

simulation) and it offers several advantages compared to 
other existing spatial models for spatial dynamic repre- 
sentation and dynamic behavior prediction (Figures 6 
and 7). Advantages of the Voronoi diagram for temporal 
field simulation expressed in this research: 
 Voronoi diagram is a very interesting data model that 

can be easily adapted to the configuration of spatial 
2D and 3D entities in the space. 

 It allows clear definition of the spatial relations be- 
tween objects both in 2D and in 3D spaces. 

 It offers an adaptive underlying mesh and grid for 
geosimulation purposes. 

 The dynamic and kinetic operations of the Voronoi 
diagram are well adapted for the simulation purposes 
that increase the efficiency and the interactivity of the 
simulation system. 

Ledoux [42] mentioned the usage of the Free-La- 
grange Method (FLM)-based on the Voronoi diagram for 
the modelling of fluid flow in three dimensions (e.g. the 
movement of underground water or of pollution plumes 
in the ocean). This technique requires the kinetic three- 
dimensional Voronoi diagram, which is a Voronoi dia- 
gram for which the points are allowed to move freely in 
space (Figure 8). 

However, there are limitations in using kinetic 3D 
Voronoi diagram. It has several complexities that may 
limit the application of the Voronoi diagram for the 
simulation purposes.  
 

 
(a) 

 
(b) 

Figure 6. (a) Simulation of gas dynamics using 3D kinetic 
Voronoi diagram; (b) Voronoi cell and it’s interactions with 
its neighbours [41]. 
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Figure 7. Simulation of global tides using kinetic Voronoi 
diagram: (a) Initial state; (b) Results after a given simula- 
tion time [41]. 
 

 
(a)                           (b) 

Figure 8. (a) Voronoi diagram of a set of points in the plane. 
The point p has seven neighbouring cells; (b) Two Voronoi 
cells adjacent to each other in R3 [42]. 
 
 Voronoi diagram has limitation in terms of the com- 

plexity of its implementation in the real world. It be- 
comes more difficult when it involves complex 3D 
spatial objects (i.e. line segments and polygons as 
well as volumes in 3D space). Architectural designs 
nowadays are more complex and require accurate 
modeling for the integrity of the data. 

 Mostafavi, Beni, and Hins-Mallet [16] in their paper 
emphasize that the issues in the implementation of the 
Voronoi diagram is related to the complex and de- 
generacy cases related to the implementation of the 
Voronoi diagram that limits its robustness in some 
cases. 

 Another limitation of the application of the Voronoi 

diagram is more related to the decartelization of the 
real world phenomena using the Voronoi diagram. If 
the spatial and temporal resolutions of the discretiza- 
tion of the dynamic phenomena and the determination 
of the initial values and boundary conditions are not 
properly done, then the results of the simulation proc- 
ess may differ and will be unacceptable. 

Meanwhile Boguslawski, Gold, and Ledoux [43] pre- 
sented a new topological data structure (Figure 9), the 
dual half-edge (DHE), which represent the topology of 
3D buildings and the surrounding terrain. It is based on 
the idea of simultaneously storing a graph in 3D space 
and its dual graph. 

The DHE uses the half-edges to represent each poly- 
hedron. It contains pairs of half-edges, one in primal 
space (he) and one in dual space (he.D). Both the primal 
and dual space are linked together. Other important ele- 
ments in a basic data structure are pointers. For each 
half-edge consists its own pointers: to a vertex (he.V); to 
the paired half-edge that forms the opposite side of the 
edge (he.S); to the next half-edge around the associated 
vertex (he.NV); and to the next half-edge around its own 
face (he.NF). The primal part contains a loop pointer 
around the face of a single cell and the dual part contains 
a pointer around the face in the dual space. Proposed 

 

 

Figure 9. DHE pointer based data structure; primal graph 
(solid lines) is connected permanently with the dual graph 
(dashed lines); he—original half-edge; S, NV, NF, D, V— 
pointers [43]. 
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Euler-type operators are for incrementally constructing 
3D models for adding individual edges, faces and vol- 
umes to the model and updating the dual structure simul- 
taneously. The new data structure is then tested with 
CityGML models (Figure 10). This technique can man- 
age important query, finding the nearest point (exterior 
exit to a given room). 

There are limitations to these data structures. 3D spa- 
tial objects for CityGML typically have a uniform design 
and relatively easy to make the relationships between the 
objects involved. Yet when it comes to complex spatial 
objects such as a combination of manifold objects and 
non-manifold, a new or improved data structures are re- 
quired to maintain the object topology relationship. 
There are several limitations contained in CityGML, but 
DHE data structure adds a new analytic value to City- 
GML application. 

5. Discussion and Summary 

Discussions in the previous sections elaborate others re- 
search in the scope of 3D GIS, temporal relationship be- 
tween entities, 3D data structure and topology. In the 
contexts of temporal 3D objects as discussed in Section 2, 
approaches in modelling the temporal 3D objects are 
through animation, simulation or the method of time 
stamping. It is based on graphics visualization. 

Furthermore, most of the research didn’t focus on how 
the data is represented in the temporal Geoinformation 
ontology (relationship of dynamic objects as they exist in 
the real world). The method used is data retrieval from 
tabular data and then performs graphics simulation. In 
addition, new data need to be recorded for every occur- 
rence of new events. This resulted in data redundancy 
plus with the simulation had to be made each time new 
data is available. 

Reviews of existing 3D data structure show most of 
the data structure focused on maintaining its topological  

 

 

Figure 10. Model of a house reconstructed from the City- 
GML format using the DHE data structure [43]. 

relationships between objects (i.e. the topology relation- 
ship between edges, vertexes, curves and surfaces). This 
type of data structure is not sufficient for implementation 
of a temporal 3D object. A temporal 3D object involves a 
relationship between entities, such as the geometry of the 
object and its neighbouring topology. More research 
should focus on the geometry of the object in the data 
structure level. In addition, the temporal data should in- 
clude a temporal element in the database implementation 
so that events that occurred can be recorded in a well- 
defined structured database. The selection of the database 
(valid-time databases, transaction-time database or bi- 
temporal databases) could be validated to see the advan- 
tages and limitations in the implementation of 3D spatial 
database for a temporal object. 

Since the real 3D data relationship in the actual world 
is complex, the data structure should be implemented for 
3D complex objects. Current research sees the imple- 
mentation of data structures based on a uniform object 
and less study for complex object as well as combina- 
tions of uniform objects with complex objects. The rela- 
tionship between these objects is needed in managing 
these temporal objects for spatial analysis. 

As a conclusion there is a need for further studies in 
the management of 3D temporal spatial data. As stated 
by the authors, there are issues from existing scenarios 
and should be studied. In addition, management of tem- 
poral 3D objects is useful in many other fields such as in 
the fields that require 3D monitoring, 3D planning, dis- 
aster management, and other critical application fields. 
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