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ABSTRACT 

The expansion planning and operation of all three sectors, generation, transmission and distribution, of power system 
essentially require load forecasting. Weather conditions have significant impacts on forecasted load, especially short- 
term and mid-term. A momentous portion of the electrical energy is consumed, especially in cold or hot countries, to 
mitigate the impact of weather on the daily life of human society. Usually, weather dependent component of load is 
identified by fitting appropriate non-linear curve to the scatter plot of weather-load model. This technique some times 
shows lower correlation with weather variables. This paper proposes a new methodology to identify the weather sensi- 
tive component of electrical load using empirical mode decomposition (EMD) technique. The proposed methodology is 
applied to the daily peak load of Dhaka zone of Bangladesh Power System (BPS) of the year 2012. A detailed numeri- 
cal process to evaluate the weather sensitive portion of the load is also presented. The proposed methodology is vali- 
dated through statistical error evaluation process. Finally the salient features of the results are discussed.  
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1. Introduction 

Power system expansion planning begins with a forecast 
of anticipated future load. Estimation of both demand 
and energy requirements are crucial to effective system 
planning. Load forecasting is used to determine the tim- 
ing and characteristics of additional generation, trans- 
mission and distribution of electric power for system 
expansion. As saturation level and per capita consump- 
tion increase, to reflect the wide-spread use of weather- 
sensitive devices, it is necessary to include weather ef- 
fects in forecasting future load requirements. It is well 
documented that most of the system peak demands occur 
as a direct result of seasonal weather extremes [1].  

Statistical approaches usually require a mathematical 
model that represents load as function of different factors 
such as time, weather and customer class. The two im- 
portant categories of such mathematical models are: ad- 
ditive models and multiplicative models. They differ in 
whether the forecasted load is the sum (additive) of a 
number of components or the product (multiplicative) of 
a number of factors. In additive load model, total load is  

represented as a summation of four components. The 
components are, “normal part of the load”, “weather sen- 
sitive part of the load”, “special event part of the load” 
and “random part of the load” [2]. For accurate forecast- 
ing of load, each component should be forecasted sepa- 
rately. In this thesis, a methodology has been developed 
to isolate the weather sensitive portion of the electrical 
load. This separate evaluation of weather sensitive por- 
tion of the load will help forecast the electrical load 
closer to the realistic one.  

Several techniques have been developed to incorpor- 
ate the weather factors to forecast electrical loads [3-9]. 
Most of these techniques are based on statistical analysis, 
curve fitting techniques and artificial neural network. 
Separation of weather dependent component of load is 
rarely addressed [9]. Weather dependent component of 
load is identified by fitting appropriate non-linear curve 
to the scatter plot of weather-load model. This technique 
some times shows lower correlation with weather vari- 
ables.   

Empirical Mode Decomposition (EMD) [10] technique 
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is widely used for noise suppression of speech signal [11- 
13] and biomedical signal processing [14-18]. Electrical 
load has, to some extent, similarity with speech and bio- 
medical signal. Therefore, like other non-stationary time 
series signal, electrical load can also be decomposed us- 
ing EMD technique. After decomposing the load signal, 
characteristic features of each decomposed component of 
load is compared with the weather pattern, especially the 
variation characteristics of temperature and humidity. 
The characteristics of different combination of compo- 
nents of load are also compared with that of weather 
variables. The correlation between load component or 
that of combination and weather variable is evaluated. 
From the degree of correlation the weather sensitive 
components of load is identified.  

2. Methodology 

This paper proposes a methodology to identify the 
weather sensitive component of electrical load (Lw) based 
on EMD technique. The key part of the EMD method is 
to decompose any complicated data set into a finite in- 
trinsic mode functions (IMFs) and a residue. Residue can 
be either the mean trend of the data or a constant. An 
intrinsic mode function (IMF) is a function that satisfies 
two conditions:  

1) In the whole data set, the number of extrema and 
the number of zero crossings must either equal or differ 
at most by one.  

2) At any point, the mean value of the envelope de-
fined by the local maxima and the envelope defined by 
the local minima is zero. 

EMD technique can be applied to data with non-zero 
mean, either all positive or all negative values, without 
zero crossings. Electrical load is data set with all positive 
values. But the data has local extremas, i.e. local maxima 
and local minima. Therefore, the EMD technique can be 
used to decompose the electrical load into several com- 
ponents.   

Temperature and humidity are the most important 
weather variables. To incorporate the effect of these wea- 
ther variables together, a composite weather variable, tem- 
perature-humidity index, is defined as [19],   

 
 

THI 1.8 32

0.55 0.0055RH

T 

    1.8 26T 
     (1) 

where, 
THI = Temperature-humidity index, 
T = Temperature (Degree Celsius) and  
RH = Relative Humidity (%). 
The methodology requires the following steps for the 

identification of the weather sensitive component of 
electrical load. 

Step-1: In the first step, electrical load signal is de-

composed using EMD technique. Before decomposition, 
the minimum value of the load is subtracted from the 
original load signal which results in modified load signal. 
It can be expressed as, 

    min–actL t L t L

      

         

             (2) 

where, 
L(t) = Modified load signal or variable load signal. 
Lact(t) = Actual load signal. 
Lmin = Minimum load during the considered period. 
This subtraction operation is performed because the 

weather sensitive portion of the electrical load is hidden 
inside the envelope of the original load signal. To apply 
EMD on L(t) its upper envelope and lower envelopes are 
identified. The mean of the upper and the lower enve- 
lopes is determined and this mean is subtracted from the 
modified load signal. This is the first iteration to get first 
IMF. The iteration process continues until the first IMF 
is separated from the modified load signal. Further, this 
decomposition process continues. After decomposing L(t) 
using EMD technique, a finite number of IMFs and a 
residue, Re(t) are produced. Note that, Re(t) contains all 
positive values and the IMFs contain both positive and 
negative values.   

Step-2: Since electrical load signal can not be negative 
in magnitude, so at the second step, the correlation coef- 
ficient between the residue signal and the weather vari- 
able THI(t) is determined. In what follows Re(t) and 
THI(t) will be represented by Re and THI, respectively 
for clarity. The correlation coefficient of Re and THI is 
expressed as,  

1

2 22 2

Re THI Re THI

Re Re THI THI

R

E E E

E E E E



  

 

  (3) 

      

1C2f Re IMFn

where R1 = Correlation coefficient of Re and THI. 
Step-3: In the third step, Re and last decomposed 

component of load, IMFn are combined to generate a new 
load signal, C2f1. That is,  

 

      

         

               (4) 

Then the correlation coefficient between C2f1 and THI 
is determined. Mathematically it is expressed as, 

2

1 1

2 22 2
1 1

C2f THI C2f THI

C2f C2f THI THI
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  (5) 

      

where, 
R2 = Correlation coefficient of C2f1 and THI. 
Step-4: In this step, Re and IMFn − 1 are combined to 

generate a new load signal, C2f2. That is, 
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2 1Re IMFn 

 

  

C2f                (6) 

Then the correlation between C2f2 and THI is deter-
mined. Mathematically it is expressed as, 

    
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where, 
R3 = Correlation coefficient of C2f2 and THI. 
Step-5: Following the similar vein, residue signal is 

added to all the possible combinations of the IMFs and 
the corresponding correlation coefficient between each 
combination and THI is determined.  

Step-6: In this step, the maximum value among the 
correlation coefficients  is determined. 
That is,  

max 1max ,R R            (8) 

Step-7: In this step, the value of the signal that corre-
sponds to the maximum correlation coefficient is evalu-
ated. This signal represents the weather sensitive portion 
of the electrical load. 

3. Numerical Example 

A numerical example will amply clarify the proposed 
methodology. For example, the daily peak load of Dhaka 
zone of Bangladesh Power System (BPS) of the year 
2012 is considered here. The weather sensitive portion of 
these peak values will be evaluated by applying the pro-
posed methodology. For better assimilation, every step of 
the proposed methodology is discussed chronologically. 

a) The daily peak load and average THI of the year 
2012 is presented graphically in Figure 1. THI is multi-
plied by 15 in order to plot peak load (PL) and THI on 
the same graph. 

The correlation between daily peak load and average 
THI is 0.50% or 50%. So it is certain that a portion of the 
daily peak load is generated due to weather variables like 
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Figure 1. Daily peak load and average THI of the year 2012. 

temperature and humidity. Now this weather sensitive 
portion of the load will be identified using the proposed 
methodology. 

b) Minimum value over the whole year is subtracted 
from the daily peak values. It represented as, Daily vari-
able load = Daily peak load – min (Daily peak load). The 
daily variable of the year 2012 is represented graphically 
in Figure 2. 

c) Decomposition of the daily variable load of the 
year 2012 using empirical mode decomposition (EMD) 
technique results seven IMFs and a residue. The residue 
and the IMFs are presented graphically in the Figures 
3-10. 

d) Combining the seven IMFs, residue and the mini-
mum value of the daily peak load, Figure 11 is obtained 
which actually represents the daily peak load of the year 
2012. So, it is evident that, total variable load can be 
segregated into seven IMFs and a residue component. 

e) Now, the correlation coefficient between the resi-
due and combination of the residue and different IMFs 
of the variable load of the year 2012 is calculated. The 
values of these correlation coefficients are listed in Ta-
ble 1. 
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Figure 2. Daily variable load of the year 2012. 
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Figure 3. Residue of the variable load of the year 2012. 
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Figure 4. 7th IMF of the variable load of the year 2012. 
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Figure 5. 6th IMF of the variable load of the year 2012. 
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Figure 6. 5th IMF of the variable load of the year 2012. 
 

f) Maximum value of the correlation coefficient is de-
termined as: 2 . The 
load signal corresponds to this maximum value is C2f1. 
So, the weather sensitive component of the daily peak 
load of the year 2012 is given by, Lw = C2f1. 

 1 2 29max , , ,R R R R  0.8403R 

The graphical representation of the weather sensitive 
portion of the daily peak load and average THI of Dhaka 
zone of BPS of the year 2012 is shown in Figure 12. THI 
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Figure 7. 4th IMF of the variable load of the year 2012. 
 

400

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
-400

-300

-200

-100

0

100

200

300

Month

Lo
ad

 (
M

W
)

 

Figure 8. 3rd IMF of the variable load of the year 2012. 
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Figure 9. 2nd IMF of the variable load of the year 2012. 
 
is multiplied by 5 to represent Lw and THI on the same 
graph. 

4. Verification of the Proposed Methodology 

The proposed methodology is applied to the historical 
daily peak load of Dhaka zone of BPS. For the verifica-
tion of the proposed methodology, correlation coeffi-
cients (R) of Lw and THI of different months are measured  
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Figure 10. 1st IMF of the variable load of the year 2012. 
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Figure 11. Combination of IMFs, residue and minimum 
value of the daily peak load of the year 2012. 

 
Table 1. Correlation coefficient. 

X Y Correlation coefficient, R(X,Y) 

Residue THI R1 = −0.1224 

C2f1 = Residue+ IMF 7 THI R2 = 0.8403 

C2f2 = Residue + IMF 6 THI R3 = 0.5159 

C2f3 = Residue + IMF 5 THI R4 = −0.0736 

C2f4 = Residue + IMF 4 THI R5 = −0.0229 

C2f5 = Residue + IMF 3 THI R6 = −0.1094 

C2f6 = Residue + IMF 2 THI R7 = 0.0809 

C2f7 = Residue + IMF 1 THI R8 = −0.0545 

C2f8 = Residue + IMF 7+ IMF 6 THI R9 = 0.7298 

C2f9 = Residue + IMF 7+ IMF 5 THI R10 = 0.6412 

C2f10 = Residue + IMF 7 + IMF 4 THI R11 = 0.6794 

C2f11 = Residue + IMF 7 + IMF 3 THI R12 = 0.5110 

C2f12 = Residue + IMF 7 + IMF 2 THI R13 = 0.7304 

C2f13 = Residue + IMF 7 + IMF 1 THI R14 = 0.4841 

C2f14 = Residue + IMF 7 + IMF 6 + IMF 5 THI R15 = 0.7075 

C2f15 = Residue + IMF 7 + IMF 6 + IMF 4 THI R16 = 0.6841 

C2f16 = Residue + IMF 7 + IMF 6 + IMF 3 THI R17 = 0.6041 

C2f17 = Residue + IMF 7 + IMF 6 + IMF 2 THI R18 = 0.7062 

C2f18 = Residue + IMF 7 + IMF 6 + IMF 1 THI R19 = 0.6082 

C2f19 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 THI R20 = 0.6566 

C2f20 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 3 THI R21 = 0.5719 

C2f21 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 2 THI R22 = 0.6890 

C2f22 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 1 THI R23 = 0.6022 

C2f23 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 3 THI R24 = 0.5296 

C2f24 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 2 THI R25 = 0.6441 

C2f25 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 1 THI R26 = 0.5825 

C2f26 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 3 + IMF 2 THI R27 = 0.5324 

C2f27 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 3 + IMF 1 THI R28 = 0.5000 

C2f28 = Residue + IMF 7 + IMF 6 + IMF 5 + IMF 4 + IMF 3 + IMF 2 + IMF 1 THI R29 = 0.5020 
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for proposed methodology and weather-load model tech-
nique [9]. The result of the year 2012 and 2011 are 
shown in Figures 13 and 14, respectively. 

The comparisons from Figures 13 and 14 clearly show  
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Figure 12. Weather sensitive portion of the daily peak load 
and average THI of the year 2012. 
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Figure 13. Comparison of correlation coefficients of the 
year 2012.  
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Figure 14. Comparison of correlation coefficients of the 
year 2011.  

that the correlation coefficients between the weather sen-
sitive portions of the load and THI for the proposed 
methodology are greater than that of weather-load model. 
It reveals that the weather sensitive portion of the load 
results from the proposed methodology is more accurate 
than that of weather-load model. 

5. Results and Discussion 

The salient features of the results those obtained by ap-
plying the proposed methodology are explained below 
for the year 2012. For close observation, average peak 
load, average THI and average weather sensitive com-
ponent of the peak load of the year 2012 are presented 
graphically in Figures 15. Average peak load is divided 
by 2 and Average THI is multiplied by 5 in order to plot 
all the quantities on the same graph. 

It is observed from Figure 15 that the average THI of 
February 2012 is much greater than that of January, 2012 
but the average peak load of January, 2012 is not that 
much greater than that of February, 2012. The weather 
sensitive portion of February, 2012 is greater than that of 
January 2012 but their difference is very nominal (584.66 
− 562.08 = 22.58 MW). In March, 2012 both average 
THI and average peak load are greater than that of Feb-
ruary, 2012. As a consequence, the weather dependent 
portion of the load of the March, 2012 is greater than that 
of February, 2012. The same affiliation exists for the 
month of April, 2012 and March, 2012. This increasing 
drift of weather sensitive portion of the load continues up 
to June, 2012. From July, 2012 both monthly average 
peak load and monthly average THI starts decreasing. As 
a consequence, monthly average weather dependent por-
tion of the load starts decreasing from July, 2012 and 
continues up to December, 2012. 

The average Lw of January, 2012 and December, 2012 
are very close. The average peak load of January, 2012 is 
grater than that of December, 2012 by 332 MW (3158.37  
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Figure 15. Average PL, average THI and average Lw of the 
year 2012. 
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MW - 2826.37 MW). But average THI of December, 
2012 is greater than that of January, 2012 by 2.74 (66.68 
- 63.94). As a consequence, the average weather sensitive 
portions of the load for these two months are very close 
to each other. 

So it is clear that, the weather sensitive portion of the 
daily peak load varies with two parameters. One pa-
rameter is weather condition and the other parameter is 
daily peak load. If both parameters increase, the weather 
sensitive portion of the load increases. If both parameter 
decrease, the weather sensitive portion of the load de-
creases. If one parameter increases and other decreases, 
the weather sensitive portion of the load changes de-
pending on the effect of dominating parameter. 

To identify the weather non-sensitive portion of the 
load (NWL) of Dhaka zone of BPS, weather sensitive 
portion of the load is subtracted from the daily peak load. 
Monthly average NWL for the year 2012 is presented 
graphically in Figures 16. For close observation, corre-
sponding average THI and average Lw are also plotted 
together. THI is multiplied by 5 and NWL is divided by 
2 to facilitate all the quantities on same graph. 

From the above graph, it is clearly observed that, the 
weather sensitive portion of the loads change sharply 
with THI. But the NWLs do not change with the weather 
conditions. For example, average THI of January and 
February, 2012 is 63.94 and 72.50, respectively. Average 
Lw of the peak loads of these two months are 562.08 MW 
and 584.66 MW, respectively. But the average NWL of 
these two months are 2596.29 MW and 2506.70 MW, 
respectively. That is, though average THI increases in 
February, 2012 than January, 2012 but average NWL 
decreases.  

So it can be concluded that NWL are not affected by 
weather variables like temperature and humidity. It 
changes due to other factors such as population, educa-
tion, industrial development, special events etc. 
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Figure 16. Average THI, average Lw and average NWL of 
the year 2012. 

6. Conclusion 

In this paper, a new methodology is proposed to identify 
the weather sensitive portion of the electrical load based 
on EMD technique. The developed methodology is ap-
plied to identify the weather sensitive component of the 
daily peak of Dhaka zone of BPS of the year 2012. The 
accuracy of the results is also measured by calculating 
correlation coefficient between THI and Lw for proposed 
methodology and weather-load model technique. In pro-
posed methodology, the variable portion of the daily 
peak demand is decomposed into several components 
and these components have been correlated with weather 
parameters. As a result, the monthly variations of demand 
and weather conditions have been reflected properly. 
Finally it is observed that the weather sensitive portion of 
the electrical load varies with two parameters. One pa-
rameter is weather variables like temperature and humid-
ity and the other parameter is total demand. Though the 
weather conditions are not that much different from a 
year to another, but it is observed that the weather sensi-
tive portion of the load changes every year by a signifi-
cant amount. This is because of the use of electrical ap-
pliances that generally increases year by year to mitigate 
the effect of the weather parameters.  
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