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ABSTRACT 

An efficient face recognition system with face image representation using averaged wavelet packet coefficients, com-
pact and meaningful feature vectors dimensional reduction and recognition using radial basis function (RBF) neural 
network is presented. The face images are decomposed by 2-level two-dimensional (2-D) wavelet packet transformation. 
The wavelet packet coefficients obtained from the wavelet packet transformation are averaged using two different pro-
posed methods. In the first method, wavelet packet coefficients of individual samples of a class are averaged then de-
composed. The wavelet packet coefficients of all the samples of a class are averaged in the second method. The aver-
aged wavelet packet coefficients are recognized by a RBF network. The proposed work tested on three face databases 
such as Olivetti-Oracle Research Lab (ORL), Japanese Female Facial Expression (JAFFE) and Essex face database. The 
proposed methods result in dimensionality reduction, low computational complexity and provide better recognition 
rates. The computational complexity is low as the dimensionality of the input pattern is reduced. 
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1. Introduction 

Recognition of human faces is a very important task in 
many applications such as authentication and surveil-
lance. A variety of changes in face images also a great 
challenge. A face recognition system must be robust with 
respect to the much variability of face images such as 
viewpoint, illumination, and facial expression. The two 
main tasks in the face recognition system are representa-
tion of face and classification of the face. 

Many methods have been proposed for face recogni-
tion [1] in which appearance-based approaches operates 
directly on images or appearances of face objects. Turk 
and Pentland have implemented the Eigenfaces approach 
[2] which is the popular face recognition method. The 
approach transforms face images into a small set of cha-
racteristic feature images, called eigenfaces, which are 
the principal components of face images. Linear Dis-
criminant Analysis (LDA) could be operated either on 
the raw face image to extract the Fisherface [3] or on the 
eigenface to obtain the discriminant eigen features [4]. 

Jian Yang et al. have developed a new technique coined 
two-dimensional principal component analysis (2DPCA) 
for image representation. As opposed to PCA, 2DPCA is 
based on 2D image matrices rather than 1D vector so the 
image matrix does not need to be transformed into a 
vector prior to feature extraction [5]. Rajagopalan et al. 
have proposed face recognition system using multiple 
facial features extracted from the face [6]. 

Image representation is an essential technique in many 
image processing tasks. Wavelet based image representa-
tion has many advantages. An appropriate wavelet trans-
form can result in robust representation with regard to 
lighting changes and be capable of capturing substantial 
facial features while keeping computational complexity 
low. Bai-Ling Zhang et al. have proposed to use Wavelet 
Transform (WT) to decompose face images and choose 
the lowest resolution subband coefficients for face rep-
resentation [7]. Wavelet Packet Decomposition (WPD) 
of an image is a useful technique for building compact 
and meaningful feature vector and is also used in face 
recognition [8]. Wavelet packet decomposition is ex-
tended from the wavelet decomposition. It includes mul-*Corresponding author. 
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tiple bases and different basis which result in different 
classification performance and cover the shortage of 
fixed time-frequency decomposition [9]. 

Ognian Boumbarov et al. have proposed a method in 
which, wavelet packets are used for dimensionality re-
duction [10]. Vytautas Perlibakas [11] has presented a 
work on face recognition using both principal component 
analysis and wavelet packet decomposition.   

In the face recognition process, classifier plays a cru-
cial role. Conventional classifiers and neural networks 
have been employed in classification. Chien and Wu [12] 
have proposed a hybrid approach, in which, the nearest 
feature plane (NFP) and nearest feature space (NFS) 
classifiers are explored for robust decision in the pres-
ence of wide facial variations. The mostly adopted net-
work topology is radial basis function neural network 
(RBFNN) due to a number of advantages compared with 
other types of ANNs, such as better prediction capabili-
ties, simpler network structures, and faster learning 
process [13]. Radial Basis Function neural networks 
(RBF) are suitable for pattern recognition and classifica-
tion. Hai Guo and Jing-ying Zhao have proposed Chinese 
minority script recognition using radial basis function 
network [14]. Many researchers have implemented face 
recognition system using RBF neural network [15,16]. 
Bicheng Li and Hujun Yin have presented a face recog-
nition system using radial basis function neural network 
and wavelet transformation [17]. Ning Jin and Derong 
Liu have developed wavelet basis function neural net-
works (WBFNN) with sequential learning algorithm and 
compared it with the sequential learning algorithm of 
RBF neural network [18]. 

In this paper, a face recognition system using the ra-
dial basis function neural network which recognizes the 
averaged wavelet packet is proposed. The wavelet packet 
transform is used to decompose input patterns and the 
resulting wavelet packet coefficients are averaged for a 
single pattern or for a class of patterns and then consid-
ered for recognition. The rest of the paper is structured as 
follows: Section 2 describes preprocessing. Section 3 
presents the recognition process using radial basis func-
tion neural network. Section 4 describes the experiment 
results along with discussions. 

2. Preprocessing  

Using the wavelet transformation, the image is decom-  

posed into the approximation and detailed coefficients. 
The approximation coefficient only is then decomposed 
into a second level of approximation and detailed coeffi-
cients. In the wavelet packet transformation, each ap-
proximation coefficients as well as detailed coefficients 
of the face are decomposed as in Figure 1.  

The original image 0
0A  of level 0 is decomposed into 
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where  ( 1)0, , 4 1li   . 

During the wavelet transformation, at level 2, only the 
approximation is decomposed into approximation and 
details. The wavelet packet transformation has been ap-
plied on the face images for two levels and obtains the 
four wavelet packet coefficients namely approximation, 
horizontal details, vertical details, and diagonal details. 
The obtained wavelet packets are processed using two 
different methods and the resultant is used as an input for 
recognition. 

2.1. Method I 

In the first method, the approximation coefficients repre-
sented in the tree nodes 2

0A , , ,  are added 
and the values are averaged. Wavelet packet decomposi-
tion is applied on the averaged approximation coeffi-
cients. The decomposed averaged approximation coeffi-
cients are supplied as input to the recognition process.  

2
0hD 2

0vD 2
0dD

The first method is summarized as follows: 
1) Do the steps 2 - 4 for all the training samples. 
2) Apply wavelet packet transformation for two levels  
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Figure 1. Wavelet packet tree. 
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and compute the wavelet packet coefficients for the sam-
ple. 

3) Add the four child nodes of 1
0A  and compute the 

averaged wavelet packet coefficients. 
4) Apply wavelet packet transformation on the aver-

aged wavelet packet coefficients. 
5) Enter decomposed averaged approximation wavelet 

packet coefficients of each sample as an input to the RBF 
network. 

6) Train the RBF network using the training algorithm 
given in Section 3.1. 

7) Compute the averaged and decomposed wavelet 
packet coefficients for testing samples and recognize it 
through trained RBF. 

2.2. Method II 

In this method, the approximation coefficients obtained 
for each face image of a class in a training set are aver-
aged and then average the averaged coefficients of each 
image of a class. This process is repeated for all classes 
of the training set. Then average the decomposed coeffi-
cients obtained from all the classes are applied as input to 
the recognition process. The second method is summa-
rized as follows: 

1) Apply 2-level wavelet packet transformation on a 
sample of a class of training set and compute the wavelet 
packet coefficients.  

2) Add the four nodes of 1
0A  namely 2

0A , , , 
 and compute its average. 

2
0hD 2

0vD
2
0dD
3) Repeat steps 1 and 2 for all the training samples of 

the class. 
4) Find the average of averaged approximation wave-

let coefficients of the class. 
5) Repeat steps 1 to 4 for all classes. 
6) Use the averaged approximation wavelet coeffi-

cients obtained for each class as input patterns to the 
RBF network. 

7) Train the RBF network using the training algorithm 
given in Section 3.1. 

8) Compute the averaged approximation wavelet pack-
et coefficients for testing samples and recognize it 
through the trained RBF. 

A significant part of a face recognition process is the 
feature extraction and dimensionality reduction of a giv-
en facial image. In the proposed work, two level wavelet 
packet decompositions applied on input samples results 
in 4 approximation coefficients and 12 detailed coeffi-
cients totally 16 wavelet packet coefficients. The wavelet 
packets have extracted the substantial facial features 
from the input sample images. In order to get compact 
and meaningful features, the 4 approximation coeffi-
cients are averaged in two different manners using the 
two proposed methods. In the first method, the four ap-

proximation coefficients are averaged and decomposed 
to produce reduced and meaningful coefficients. In order 
to reduce the number of input patterns, the wavelet pa- 
cket coefficients are averaged with respect to each class 
in the second method. 

3. Recognition by Radial Basis Function 
Neural Network 

Radial Basis Function neural network (RBF) considered 
for recognition of wavelet packet coefficients contains 
three layers: input, hidden and output. The number of 
nodes in the input layer corresponds to the dimension of 
wavelet packet coefficients. The input neurons are nor-
malized using the following equation: 
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where ix  is the ith input vector. 
The normalized inputs values are fed to each of the 

neurons in the hidden layer. The basis functions of the 
hidden layer neurons are considered to be Gaussian and 
computed basis function outputs are passed to the output 
layer.  

The hidden layer output is computed as 
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where  1 2, , ,
T

n X x x x   is the normalized input vec-
tor,   is the center and   is the width. 

The output layer output is computed as 

 
1

k

i ji j
j

y w X


                (4) 

where  is the number of hidden neurons, k ji  are the 
weights connecting the hidden layer neuron and output 
layer neuron. The weights are adjusted using the formula, 

w

       1 jw t w t di yi X              (5) 

where   is a positive learning rate parameter and di is 
the desired output. 

Algorithm 

The training algorithm of Radial Basis Function Network 
is given as follows.  

Step 1. Generate random numbers to initialize the 
weights of the RBF network. 

Step 2. Enter the computed averaged approximation 
wavelet packet coefficients and expected output values. 

Step 3. For each input pattern, compute hidden layer 
output using Equation (3). 

Step 4. Compute the output layer output using Equa-
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tion (4). 
Step 5. Find the error as the difference between de-

sired and obtained actual output. 
Step 6. Adjust the hidden layer weights according to 

Equation (5). 
Step 7. Find output of the output layer.  
Step 8. Compute sum of squared error of the network. 
Step 9. Repeat steps 3 - 8 for all input patterns. 
Step 10. Repeat steps 3 - 9 until the acceptable mini-

mum error level is reached. 

4. Results and Discussions 

The proposed work has been carried out using Matlab 7.1 
and tested using the face databases such as Olivetti-Ora- 
cle Research Lab (ORL), the Japanese Female Facial 
Expression (JAFFE) and the Essex face database. Fig-
ures 2(a) and (b) show the respective result of an image 
after applying the wavelet transform and wavelet packet 
transform for two levels. 

The ORL face data base contains 40 faces and each 
face has 10 different facial views representing various 
expressions, small occlusion by glasses, different scale 
and orientations. Hence, there are 400 face images in the 
database and each 100 images of 20 persons are used for  
 

 
(a) 

 
(b) 

Figure 2. (a) 2-level wavelet decomposition; (b) 2-level 
wavelet packet decomposition. 

training and another 100 images of the 20 persons are 
used for testing. The resolution of all the images is 112 × 
92. Different wavelets namely Haar, Symlet, Daubechies 
and Coiflets are used during wavelet packet decomposi-
tion. The original image and the averaged decomposed 
image obtained using the first method is shown in Figure 
3. The recognition rates are obtained by doing the train-
ing and testing process repeatedly for 20 times and aver-
aged. The computed recognition rates along with training 
time, epoch and decomposed input vector size obtained 
while using Method I are shown in Table 1. The recog-
nition rate for Haar wavelet is 97% which is the highest 
one and the lowest recognition rate of 90% is obtained 
for the Sym8 wavelet. The lowest decomposed vector 
size 644 has been obtained for Haar wavelet after 2-level 
wavelet packet transformation. The averaged wavelet 
packet images obtained by the proposed second method 
are shown in Figure 4 for some images, along with its 
original sample image. The results such as recognition 
rates, training time, epoch and decomposed input vector 
size obtained from Method II are shown in Table 2. The 
recognition rates for different wavelets namely Haar, 
Sym4, Sym8, Db4, Db6, Coif2, Coif4 are 96%, 92%, 
90%, 94%, 91%, 95% and 92% respectively. 

When comparing the proposed two methods, there are 
not much variations in the recognition rates. The training 
time is less for the second method because the number of 
input patterns is reduced due to the averaging of the 
wavelet packet coefficients with respect to each class. 
The actual size of the input vector 10304 has been re-
duced to the dimensions 644, 924, 1326, 1116 and 1800  
 

     

Figure 3. Original sample image and averaged decomposed 
image—Method I. 
 
Table 1. Recognition rate, training time, epoch—Method I. 

Wavelet Name
Recognition 

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 97.0 10.04 429 

Sym4 92.0 11.17 433 

Sym8 90.6 12.11 441 

Db4 92.3 11.28 430 

Db6 91.1 10.99 437 

Coif2 96.0 10.95 430 

Coif4 93.2 11.64 445 
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Figure 4. Original samples and averaged image—Method 
II. 
 
Table 2. Recognition rate, training time, epoch—Method II. 

Wavelet Name 
Recognition  

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 96.0 7.93 314 

Sym4 92.3 8.5 324 

Sym8 90.1 8.67 332 

Db4 94.1 9.24 335 

Db6 91.0 9.14 351 

Coif2 95.0 8.45 326 

Coif4 92.3 8.84 339 

 
respectively for the wavelets namely Haar, Sym4, Sym8, 
Db6 and Coif4 after applying two level wavelet packet 
transformation. 

The Japanese Female Facial Expression contains dif-
ferent facial expressions posed by Japanese female mod-
els in which 5 different poses of 15 models are used for 
training and the other 5 different poses of 15 models are 
used for testing. The actual dimension of the image is 
256 × 256. The averaged approximation wavelet packet 
coefficients obtained by the two proposed methods are 
used as input to the RBF network. The RBF network is 
trained for different learning rate parameter. The actual 
size of the input vector 65536 has been reduced to 4096, 
4761, 5625, 4761, 5184, 5184, 6561 respectively when 
Haar, Sym4, Sym8, Db4, Db6, Coif2, Coif4 wavelets are 
used in wavelet packet decomposition. The epoch, train-
ing time and recognition rate obtained for JAFFE Data-
base from the Method I are listed in Table 3. The recog-
nition rates 97% for Haar wavelet and 96% for Sym8 and 
Coif4 are obtained. Lowest training time 37.68 seconds 
is obtained when Haar wavelet is applied. When the 
wavelet packet transformation is performed using the 
Coif4 wavelet, it takes the highest training time as 51.27 
seconds. The Recognition rate, training time, epoch and 
input vector size obtained for JAFFE database by the 

Method II are shown in Table 4. The highest rate of rec-
ognition is 96% for Haar wavelet and the lowest rate is 
90% for Sym8 wavelet. 

The Essex Face database is having faces of more than 
150 male and female with 20 images per individual of 
University of Essex, UK with the size of 180 × 200. The 
5 different poses of 20 person’s face are used for the 
training and 5 different poses of 20 person’s faces are 
used for the testing in the proposed methods. The wave-
let packets coefficients are obtained for the samples and 
recognition process is applied for the obtained averaged 
wavelet packet coefficients. Figure 5 shows some sam-
ple images of Essex face database. The decomposed im-
age using Haar is shown in Figure 6. The decomposed 
image after applying Coif4 wavelet shown is in Figure 7. 
The various results obtained from the two proposed me-
thods on Essex face database are presented in Tables 5 
and 6. Among the levels of wavelet packet decomposition, 
the two level decomposition yields better recognition 
accuracy. 

In the first method, the recognition rate 97% has been 
achieved for Db6 wavelet and Sym4 but Coif4 wavelets 
result in 93%. The two methods are tested on the ORL, 
JAFFE and Essex face databases using different types of  
 

Table 3. Results of JAFFE database—Method I. 

Wavelet Name
Recognition 

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 97.0 26.68 414 

Sym4 94.0 28.05 433 

Sym8 96.0 29.85 441 

Db4 93.3 27.28 430 

Db6 90.5 29.44 437 

Coif2 96.4 27.93 430 

Coif4 92.5 30.07 445 

 
Table 4. Results of JAFFE database—Method II. 

Wavelet Name
Recognition 

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 97.0 15.93 354 

Sym4 93.0 16.01 364 

Sym8 95.0 18.67 382 

Db4 96.0 16.14 365 

Db6 90.3 17.94 378 

Coif2 96.1 17.45 376 

Coif4 90.7 19.84 399 
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Figure 5. Sample images of Essex face database. 
 

 

Figure 6. Decomposed image for Haar wavelet. 
 

 

Figure 7. Decomposed image by applying Coif4 wavelet. 
 

Table 5. Results of Essex database—Method I. 

Wavelet Name 
Recognition  

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 96.0 20.78 414 

Sym4 95.2 21.58 432 

Sym8 93.0 22.15 438 

Db4 96.0 21.69 431 

Db6 97.3 21.30 436 

Coif2 98.0 22.16 434 

Coif4 94.4 23.58 441 

 
Table 6. Results of Essex database—Method II. 

Wavelet Name 
Recognition  

Rate (%) 
Training Time 

in Seconds 
Epoch 

Haar 97.0 10.11 354 

Sym4 93.2 11.43 362 

Sym8 95.0 12.87 379 

Db4 96.0 11.98 364 

Db6 96.1 12.14 376 

Coif2 97.0 12.23 376 

Coif4 93.4 14.58 397 

 
wavelets and the comparative results are shown in Fig-
ure 8 for the first method. Figure 9 compares the results 
obtained by the second method. The recognition rates 
obtained using the three face databases on other methods 
and with the proposed methods are shown in Table 7.  
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Figure 8. Comparison of recognition rate—Method I. 
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Figure 9. Comparison of recognition rate—Method II. 
 
The recognition rate of 97% is obtained by the Hidden 
Markov Model (HMM) method on ORL database. The 
MLA + NM method has the recognition rate of 97% on 
JAFFE database. When ESSEX database is used, the 
recognition rate of 92.63% has been achieved by fisher 
faces method. Eigen face, wavelet face and SOM meth-
ods have better results when combined with neural net-
works (NN) or convolution neural networks. 

RBF neural networks (RBFNN) have been used for 
face recognition and the results obtained by other meth-
ods are compared with the two proposed methods and are 
shown in Table 8. The recursive orthogonal least square 
algorithm (ROLSA), particle swarm optimization (PSO) 
and minimum volume covering hyperspheres (MVCH) 
have been used to train and optimize the RBFNN struc-
ture with considerable success [19]. Face recognition 
system based on Fisher’s linear discriminant (FLD) with 
RBF and Kernal Fisher’s linear discriminant (KFLD) 
with RBF [20] obtained recognition rates as 94.9% and 
95.7% respectively when tested on ORL database. 

5. Conclusion 

A face recognition system with effective face representa-    
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Table 7. Comparison of recognition rates. 

Method Name ORL Method Name JAFFE Method Name Essex 

Eigen faces 89.5% LDA + SVM 91.27% Wavelet + HMM 84.2% 

Direct LDA 90.8% MLA + NN 91.14 DWT + PCA 86.1% 

Eigen faces + NN 91.2% SVM 91.6% PZM 88.02% 

Waveletface + NN 93.5% Adaboost 92.4% Gabor + SHMM 88.7% 

SOM + CN 96.5% PCA + SVM 93.43% DM 91.72% 

HMM 97% MLA + NM 97% Fisher faces 92.62% 

Proposed Method I 97% Proposed Method I 97% Proposed Method I 96% 

Proposed Method II 96% Proposed Method II 97% Proposed Method II 97% 

 
Table 8. RBF based face recognition rates for ORL. 

Method Name Recognition Rate (%) 

RBFNN + ROLSA 95.0 

RBFNN + ROLSA-PSO 95.31  0.32 

RBFNN + MVCH-ROLSA-PSO 95.53  0.27 

FLD + RBF 94.9 

KFLD + RBF 95.7 

Proposed Method I 97% 

Proposed Method II 96% 

 
tion using averaged approximation wavelet packet coef-
ficients and recognition by radial basis function (RBF) 
neural network is proposed. The size of input patterns is 
reduced using wavelet packet transformation. The wave-
let packet transformation is initially applied on the input 
patterns to obtain wavelet packet coefficients. The ob-
tained wavelet packets are tuned by taking its average 
and decomposition. The average of averaged wavelet 
packets obtained according to each class is resulted in 
better dimensionality reduction. The minimized patterns 
of each class represent all features of the whole datasets. 
The recognition rate is not affected by the dimensionality 
reduction but the training time is reduced in the second 
method. Various types of wavelets are used in the wave-
let packet transformation. Each type of wavelet results in 
different size of decomposed vector. The reduced wave-
let packets are recognized by radial basis function net-
work. The proposed work yields good recognition rate. 
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