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ABSTRACT 

In wireless sensor networks, due to the energy and resource constraints, nodes may be unwilling to forward packets for 
their neighbors. This can render severe deteriorations in the network performance and malfunctions of the system. To 
tackle such selfish behaviors and enhance the cooperation among sensors, based on reputation and energy consumption 
of each node, we present a utility function to punish the malicious nodes and encourage cooperation among nodes. Spe- 
cifically, we firstly give a mixed strategy Nash equilibrium solution for the two nodes. Then we extend the model to 
multi-nodes scenario. With the unity function, each sensor’s reputation is evaluated according to its degree of coopera- 
tion. The extensive simulation results have shown the effectiveness of the mechanism, in that the cooperative behaviors 
are encouraged, which can ensure the normal functioning of the network system. 
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1. Introduction 

Wireless sensor networks (WSNs) have recently pene- 
trated deeply into our society and drawn considerable 
attentions from the academia and industry. WSNs are 
composed of a large number of cheap and tiny senor 
nodes deployed in monitored areas. Compared with tra- 
ditional networks, wireless sensor networks have dy- 
namic topology and are characterized by their non-cen- 
tralized structure, self-organized and multi-hop features. 
As a novel technology in acquiring and processing in- 
formation, WSN has been widely applied in many fields, 
such as military affairs, industry, agriculture, health care, 
and environmental monitoring, etc. [1]. 

However, in the deployment of WSN, one of the key 
concerns is the limited energy constraint, which has re- 
stricted the capabilities of sensor nodes in data commu- 
nication, computing, and information processing.  

Specifically, to conserve limited energy, some selfish 
nodes may be unwilling to forward data for their neighbor- 
ing nodes, which can cause the decrease in network 
throughput and the severe deterioration in system per- 
formance. Therefore, to guarantee network performance, 
cooperation among sensors should be definitely encour- 
aged, and reasonable incentive mechanisms [2-4] should 

also be designed to fulfill this target. 

2. Related Work 

Thus far, many different methods have been proposed to 
tackle the selfish issues of nodes. Generally, they can be 
classified into three categories. 

2.1. Reputation Based Mechanism 

In this mechanism [5,6], if a node successfully forwards 
data packets for its neighbors, the reputation of this node 
will be increased; otherwise if it drops packets, the repu- 
tation will be decreased. When the reputation value drops 
below a threshold, the node is either punished or isolated. 
In [7], Marti uses a watchdog algorithm to identify mis- 
behaving nodes. In addition, they also design a path rater 
to enhance the routing quality by deleting these selfish 
nodes from the path. Similarly, by using the idea of 
Watchdog, authors in [8] propose CONFIDANT (Coop- 
eration of Nodes Fairness in Dynamic Ad-hoc Networks) 
protocol, which aims at detecting and isolating misbe-
having nodes. 

2.2. Credit-Payment Mechanism 

This mechanism is similar to reputation-based one. The  *Corresponding author. 

Copyright © 2013 SciRes.                                                                                IJCNS 



X. H. LIN  ET  AL. 237

difference is that the mechanism introduces a concept of 
virtual currency or credits as payment to a cooperating 
neighbor from which a node has received service. A 
sending node will pay its neighbor who has successfully 
forwarded packets for it. On the other hand, if a non- 
cooperative neighbor refuses to provide service, it will 
forfeit its virtual currency or credits as a punishment. If 
the virtual currency is used up, it cannot send its own 
packets anymore [9]. 

In [10], Buttyaan et al. propose Packet Purse Model 
(PPM), in which, a type of virtual currency called “nuglets” 
is used. In PPM, each packet is loaded with nuglets by 
the source. Each forwarding node can take some amount 
of nuglets as reward for the forwarding services, thus 
stimulating the cooperative behaviors of the neighbors. 

2.3. Game Theory Mechanism 

Game theory provides analytical tools to predict the out-
come of complex interactions among rational entities. A 
game consists of a set of players, a set of strategies avail- 
able to players, and a specification of payoffs for each 
combination of strategy [11,12]. The cooperation among 
sensors can also be model as a game. By properly de-
signing the utility function in the game, the high through- 
put can be guaranteed and energy consumption can also 
be balanced [13,14]. In [15], a repeated game model for 
WSN is proposed, and punishment mechanism is also 
employed to encourage the cooperation of sensor nodes. 

3. Model and Assumptions 

In this paper, we will design a utility function based on 
reputation and energy consumption of nodes to encour- 
age cooperation among nodes. We will also propose a 
mechanism to monitor the malicious nodes and selfish 
nodes. Firstly, we give the system model and basic con- 
cepts and assumptions. 

3.1. Node Entity 

A node has the following attributes: 
1) ID-Every node has its unique ID. 
2) Type. The nodes are categorized into three types— 

normal nodes, malicious nodes and selfish nodes. Normal 
nodes always cooperate. Malicious nodes always drop 
packets from neighbors. Selfish nodes occasionally par- 
ticipate in forwarding packets (with some probability). 
We assume that, at the beginning, selfish nodes drop pac- 
kets more often. When their reputation values fall below 
a certain threshold, they begin to behave like normal 
nodes and forward more packets for others. 

Transmission Range. Nodes can only communicate 
with their neighbors which are within their transmission 
range. The distance between two nodes can be written as 

   2 2

2 1 2 1d x x y y     

where,    1 1 2 2, , ,x y x y
d

 are coordinates of two nodes. 
If the value of  is less than or equal to the transmis-
sion range (in this paper, we t d  to 10), the two 
nodes can be considered as neigh

se
bors. 

1) Reputation. We assume the initial reputation of 
every node is 0 10R  . Nodes participating in packets 
forwarding can gain some reputation as a reward (this 
increment of reputation is defined as inc ), while those 
who act selfishly will lose some reputation as a punish- 
ment (this decrement of reputation is defined as ). 

R

dec

2) Energy. The initial energy level of all nodes at the 
beginning in the network is 0 . When sending/forward- 
ing and receiving packets, node will consume some 
amount of energy. A node will die when its energy is 
depleted. 

R

E

3.2. Network Setup 

In this paper, the simulated network is demonstrated in 
Figure 1. The area is 30 30 m  with 10 nodes, which 
are numbered from 0 to 9. Neighbors are connected by 
straight line. One malicious node (node 6) and two self- 
ish nodes (node 0 and 4) are included into the network. 

3.3. Cooperation Modeling 

We assume each node will send packets to each other in 
the network. Each packet is included the following in- 
formation-sequence number, source node, and destina- 
tion node. 

We design a utility function, which takes node reputa-
tion and energy consumption into consideration. The uti- 
lity function can be expressed as 

             1i i i i i i iU t S t f t B t C t f t P t             (1) 

where  iS t  is a Boolean variable, which indicates 
whether node i  can participate in packet forwarding 
based on its residual energy .  iE t

 

0 5 10 15 20 25 30
0

5

10

15

20

25

30

0

1

2

3

4

5

6

7

8

9

x/m

y/
m

Malicious node or selfish node
Normal node

 

Figure 1. Node topology (30 × 30 m). 
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   1,

0,otherwise
i

i

E t Eth
S t

 


 

Only when the residual energy level of node  is 
higher than the minimum energy threshold , can it 
participate in the packet forwarding. Otherwise, it will be 
excluded from the network if its energy falls below the 
threshold level. 

i
Eth

 if t  is the forward probability, which 
has to be decided by the game strategy. We set the aver-
age value of total utility mean  as the threshold (will be 
illustrated later, see Equation (7)), and when the utility of 
a neighboring node is less than this threshold, node  
will drop packets from this neighbor. 

U

i
   B t t,i Ci  and 

 denote the benefit, cost and punishment in a 
node’s packet forwarding respectively. Specifically, bene-
fit and punishment refer to the increment and decrement 
of reputation, respectively, while cost refers to the energy 
consumed by node in packet forwarding. 

 iP t

We average the reputation values that all neighbors as-
sign to a node at the end of each round and get reputation 
of that node. In Table 1 we list the definitions of the pa-
rameters to be used in the paper. According to the above 
definitions, we have: 

 
Table 1. Parameters and descriptions. 

Parameters Descriptions 

Ri(t) the current reputation of node i 

Rik(t) 
reputation assigned to node i by its neighboring node k
in period t 

 f

ikn t  the number of packets forwarded by node i for node k 
in period t 

 d

ikn t  the number of packets from node k but dropped by 
node i in period t 

Ki the number of neighbors of node i 

Ei(t) the current energy of node i 

 t

ikE t  transmitting energy consumption for packets from 
node i to its neighbor node k in period t 

 r

ikE t  energy consumption by node i to receive packets from 
node k in period t 

 t

ikn t  the number of packets transmitted by node i for node k 
in period t 

 r

ikn t  the number of packets received by node i from node k 
in period t 

 s

ikn t  the number of packets sent by node i to node k in  
period t 

Et transmitting energy consumption for one packet 

Er receiving energy consumption for one packet 

Fi(t) 
the total number of forwarding packets by node i in 
period t 

Di(t) 
the total number of packets dropped by node i in  
period t 

α, β normalized weight factors,  , 0,1    
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In the paper, we only consider alive nodes, thus we let 
1iS  . Therefore, Equation (1) can be written as 

 

 
 

    

 
 
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  

 
       
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




(2) 

We consider the packet forwarding at the relay nodes. 
The packet forwarding decision making at a node is il-
lustrated in Figure 2. In the proposed utility function, if a 
node is always forwarding packets for its neighbors, then 
we have    r f

ik ikn t n t . Therefore, the above equation 
can be rewritten as 

 

 

Figure 2. Packet delivery at sensor node. 
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where    1
i i

ki

R t R t
K

  k , 

      ,f d
ik ik inc ik decR t n t R n t R   

f d

 

Let i ik
k

       , i ik
k

F t n t D t n   t and  iU t  can 
be further simplified as

        i i iU t R t F t Et Er             (3) 

After normalization,  can be expressed as:   iU t

       
 0 0

i i
i

i

R t F t Et Er
U t

R E E t

 
 


         (4) 

Note that, the above utility function consists of two 
parts. The first part is the ratio of the current global 
reputation value of the node to the initial reputation value, 
and the second part is the ratio of the forwarding energy 
consumption of the node to the total energy consumption. 

To reflect the effects of reputation and energy on the 
utility, we add two adjustable weight factors—α and β, 
and have the newly defined utility function given by: 

       
 0 0

i i
i

i

R t F t Et Er
U t

R E E t
 

 
   


     (5) 

The total utility of the n nodes in the network is given 
by 

   total
1

n

i
i

U t U t


  .             (6) 

The average utility of total utility is 

   total
mean

U t
U t

n
 .            (7) 

4. Game Model 

4.1. Two Nodes Game Model 

In this model, we let nodes i and j be two forwarding 
nodes. According to above analysis, the behaviors of two 
nodes can be described as the classic “prisoner dilemma 
problem”. The payoff matrix of nodes i and j can be ex- 
pressed as listed in Table 2 [12]. 

We consider packets forwarding between the two 
neighboring nodes, and let . So 
the energy consumption can be written as  

0.02 J, 0.05 JEr Et 

Table 2. Payoff matrix of two nodes. 

       Node j
Node i 

Cooperate Non-Cooperate 

Cooperate 
   
   

,i

inc ij

j

inc ji

R t E t

R t E t




 

   
 

,i

dec ij

j

dec

R t E t

R t

 


 

Non-Cooperate
 
   

,i

dec

j

dec ji

R t

R t E t



 
 

 
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,i

dec

j
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R t

R t




 

 
0.05 0.02 0.07 Jij jiE E Et Er      . Let 1decR  , 

now we need to find the proper . inc

The behaviors of different nodes can be complicated- 
normal nodes always cooperate, and malicious nodes 
never cooperate, and selfish nodes only participate in 
packet forwarding with a certain probability. Let the 
forwarding probability of node i and  be i

R

j f  and jf  
respectively, then the mixed strategies for the two nodes 
are  ,1i i if f    and  ,1 j j jf f

i
  respectively. 

Thus the expected payoff of node is given by: 

 
    
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,
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1
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i i
i j inc ij j dec ij

i i
i j dec j dec

i i i
i j inc j dec dec ij i dec

i i i
i j inc j dec ij dec

v

f f R E f R E

f f R f R

if f R f R R E f R

f f R f R E R

 

      
      

     

   

  (8) 

We differentiate this payoff with respect to if , and let 
the differentiation value equal to zero: 

0i ii
j inc j dec ij

i

v
f R f R E

f


   


       (9) 

Then we have: 

ij
j i i

inc dec

E
f

R R
 


            (10) 

Similarly, for the other node, we have: 

ji
i j j

inc dec

E
f

R R
 


            (11) 

With Equations (10) and (11), the best-responses of 
the two nodes are shown in Figure 3. We get three Nash 
Equilibrium points-mixed strategy NE (Nash equilib-
rium), and two pure strategies NE (both nodes cooperate, 
and neither nodes cooperates). From the results, we can 
see that the strategy-(cooperate, cooperate) has the high-
est payoff for the two nodes, with which we can achieve 
Pareto Optimality [16]. Therefore, cooperation is the best 
strategy for a node. 

4.2. Multi-Node Game 

Then we extend the two-node game to multi-node sce- 
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Figure 3. The best responses of two neighbor nodes. 
 

nario. Without loss of generality, we consider the utility 
of node . To encourage cooperation among nodes, the 
utility of cooperation should be larger than that of non- 
cooperation, i.e., 

i

     
 

 
0 0

i inc i i dec

i i 0i

F t R F t Et Er D t R
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  
  

 
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which can be further simplified as: 

       
 0 0

i inc i dec i

i i

F t R D t R F t Et Er

K R E E t
 

    


 
  (12) 

5. Performance Analysis and Simulation 
Results 

We calculate the NE of the proposed game model with 
C++ and MATLAB, and set the node’s strategy accord- 
ing to these NEs. We use DSDV as the routing protocol. 
Table 3 shows the parameter setting. 

We firstly compare the proposed mechanism with the 
scenario that without incentive. The simulated results are 
shown in Figure 4. We can observe that, if there is no 
incentive, nodes will be unwilling to forward packets, 
which will lead to high drop packet rate. While the self-
ish behavior of nodes is effectively restricted by the pro-
posed mechanism, which can remarkably lower the pac- 
ket loss rate as shown in the figure. 

It is observed that the proposed mechanism can restrict 
the behaviors of selfish nodes. Specifically, a selfish 
node should avoid being isolated by increasing the for-
warding probability (with more cooperation behaviors). 
Note that a malicious node never cooperates. We set a 
utility threshold  thU t  to differentiate the selfish nodes 
from malicious nodes (if the utility is lower than the 
threshold, the node will be treated as malicious node and 
excluded from the network). Hence the selfish nodes can 
increase the forwarding probability when its utility is  

Table 3. Parameters setting in the experiment. 

Parameters R0 E0 Et Er 

Values 10 80J 0.05J 0.02J 
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Figure 4. Number of packets dropped with time. 
 

lower than the threshold (we set    meanthU t U t ). In 
some papers [e.g. 4,5], the utility function is simply 
based on reputation, and selfish nodes will be excluded 
from the network once identified. The isolation of these 
malicious nodes can lead to the decrease in the number 
of packet drop as shown in Figure 5. 

In Figure 5, compared with the proposed mechanism, 
the reputation-based mechanism can reduce the packet 
loss rate to zero when the malicious nodes are identified 
and isolated (after round time 100). This, however, can 
lead to unbalance in energy consumption among nodes, 
which can further incur early energy depletion for the 
nodes in the reputation-based mechanism as illustrated in 
Figure 6. Instead, in the proposed game approach, as the 
selfish nodes are rational, each node adaptively adjusts 
its forwarding probability to maximize its own utility and 
avoid being isolated, thus more nodes will survive and 
packet relay is more evenly distributed among the net-
work. This can definitely extend the network lifetime. 

Another problem need to solve is setting of dec  and 

inc . We let 
R

R 0.5   , and substitute these values 
into Equation (12), then we have 

      
 010

i inc i i

i i

F t R D t F t Et Er

K E E t

  



 

which can be further Simplified as: 

 
 

 
 0

10 i
inc

i i

iK Et Er D t
R

E E t F t


 


           (13) 

We determine the range of  through extensive ex- 
periments and find that inc ,  is the proper 
parameter set that can ensure the cooperation of nodes. 

incR
0.4R  1decR 
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Figure 5. Number of packets dropped. 
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Figure 6. Number of nodes alive versus time. 

5.1. The Effect of Reward and Punishment 

We let 0.5  

R

, and simulate four scenarios using 
different values of Reward and Punishment. Obviously, 
the smaller the inc , the smaller the reward achieved, 
and relatively the harsher the punishment. The reward 
and punishment parameters are set as the follows: 

1) Scenario 1:  0.1, 1inc decR R 
0.2, 1R R 2) Scenario 2:  inc dec

0.3, 1R R 3) Scenario 3:  inc dec

0.4, 1R R 4) Scenario 4:  inc dec

0.5, 1R R 5) Scenario 5:  inc dec

It can be seen from Figure 7, the packet loss rate is 
high in either scenario 1 (small reward value) or scenario 
5 (large reward value). This phenomenon is reasonable 
since when the reward for packet forwarding is small, 
selfish nodes can only get low incentive in packet for-
warding (utility is low), thus its strategy is to decrease 
the forwarding probability and save energy. On the other 
hand, a large reward value can lead to longer time in 

identifying the selfish nodes, which can lead to more 
packet drop by the selfish nodes. Scenario 4 shows the 
best performance. In the 100th round, the packet loss rate 
dropped rapidly because the malicious node is identified 
and excluded from the network. Also, with the incentive 
mechanism, the selfish nodes can gradually adjust its 
probability and cooperate more in packet forwarding. 

Figure 8 is the number of nodes alive with time. In the 
100th round, the malicious node is identified and ex- 
cluded from the network. Nodes in scenario 1 have the 
longest lifetime, and hence, with regard to lifetime, pa- 
rameter setting in scenario 1 is optimal. However, it also 
shows bad performance in packet loss rate. Thus, de- 
pending on different criteria and preference, the parame- 
ter setting should be flexible and adjustable. 

5.2. Eight Effects 

We set 0.4, 1inc decR R   and simulate three scenarios 
with different values of α and β. 
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Figure 7. Number of packets dropped. 
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Figure 8. Number of nodes alive versus time. 
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1) Scenario 1: 0.5    
2) Scenario 2: 0.3, 0.7    
3) Scenario 3: 0.7, 0.3    
Figure 9 is the number of packets dropped with time. 

It is observed that parameters in scenario 1 show the best 
performance. The packet loss rate in scenario 2 is much 
higher than the other two. That’s because the utility func- 
tion assigns large weight to the energy part while small 
weight to reputation part, which causes selfish nodes to 
care more about energy saving instead of the reputation, 
leading to a high packet loss rate. By assigning equal 
weights to both parts, scenario 1 can strike a balance in 
between. We can also observe that, before the first 100 
rounds, the packet loss rate increased steadily because 
the malicious node has not been identified. Afterwards 
malicious node is identified and isolated, and also due to 
the effect of incentive mechanism, the network perform-
ance can be maintained at a steady level. 

Figure 10 is the number of node alive with time. It is 
shown that scenario 2 has the best performance. As ana- 
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Figure 9. Number of packets dropped. 
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Figure 10. Number of nodes alive versus time. 

lyzed above, in scenario 2, nodes care more about energy 
saving. Therefore, there is a tradeoff between energy 
consumption and performance, and we should find a 
balance point in between (e.g. 0.5   ). 

6. Conclusion 

In this paper, we propose a utility-based game mecha-
nism to enhance the cooperation among sensor nodes. In 
the mechanism, reputation and energy of the nodes are 
taken into consideration. We have also derived the Nash 
equilibrium solution to the game and extended it to a 
multiple-node scenario. With the mechanism, by prop- 
erly tuning the related parameters, malicious node can be 
identified and isolated, and at the same time, selfish be- 
haviors can also be restricted. Additionally, simulation 
results show that the network performance of our mecha- 
nism is better than that of conventional punishment 
mechanism, in which selfish nodes will be directly re- 
moved from the network once identified. Instead, in the 
proposed method, selfish node is not excluded, and with 
the incentive mechanism, the selfish node can adjust its 
behavior, thus balancing the energy consumption and 
enhance the network lifetime. Finally, we have also illus- 
trated the effects of different parameters on the network, 
which can provide a guideline for the optimization of the 
mechanism. 
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