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ABSTRACT 

This paper proposes an integrative framework for network-structured analytic network process (ANP) modeling. The 
underlying rationales include: 1) creating the measuring items for the complex decision problems; 2) applying factor 
analysis to reduce the complex measuring items into fewer constructs; 3) employing Bayesian network classifier tech-
nique to discover the causal directions among constructs; 4) using partial least squares path modeling to test the causal 
relationships among the items-constructs. The proposed framework is implemented for knowledge discovery to a case 
of high-tech companies’ enterprise resource planning (ERP) benefits and satisfaction in Hsinchu Science Park, Taiwan. 
The results show that the proposed framework for ANP modeling can reach a satisfactory level of convergent reliability 
and validity. Based on the findings, pragmatic implications to the ERP venders are discussed. This study has shed new 
light on the long neglected, yet critical, issue on decision structures and knowledge discovery for ANP modeling. 
 
Keywords: Analytic Network Process; Bayesian Network Classifier; Enterprise Resource Planning; Knowledge  
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1. Introduction 

The analytic hierarchy process (AHP) and the analytic 
network process (ANP) are two well-established tech- 
niques, which can help decision makers find one that best 
suits their goal(s) and the problem, with provision of a 
comprehensive framework for structuring the decision 
problems, for quantifying the elements, for relating the 
elements to overall goal(s), and for evaluating alternative 
solutions [1]. Applications of the AHP and ANP tech- 
niques can be found in different fields (e.g., business, 
industry, government, among others) for choosing the 
favorite alternative from a given set of alternatives and 
for other purposes such as ranking, prioritization, resource 
allocation, benchmarking, quality management, and con- 
flict resolution [2,3]. In theory, each element in the AHP 
hierarchy is assumed independent of one another; namely, 
the decision criteria must be independent of all the others, 
and the alternatives are independent of the decision cri- 
teria and of each other. In many real world decision pro- 
blems, however, the elements may be intertwined and 
interdependent; in this case, the AHP is not appropriate 
[4,5] but the ANP would be effective to analyze this kind 
of problems [6-8]. 

Generally, the AHP assumes a unidirectional hierar- 
chical relationship among decision levels—the top ele- 

ment of the hierarchical structure is the overall goal(s) 
for the decision model, and the hierarchy devolves to 
more specific attributes until a level of manageable deci- 
sion criteria is met. In contrast, the ANP does not require 
this strict hierarchical structure; instead, it structures a 
decision problem as a network that involves interaction 
and feedback within clusters of elements (inner depend- 
ence) and between clusters (outer dependence) [6-8]. 
Both AHP and ANP employ a system of pairwise com- 
parisons to measure the weights or to ratio the scale pri- 
orities of the elements, and finally to rank the alternatives 
in the decision [8]; however, there are some differences 
between them. For instance, the ANP is a nonlinear 
structure, whereas the AHP is hierarchical and linear. 
The ANP is based on mathematical theory that solves all 
kinds of dependence systematically, and it features the 
network decision structures without strong restriction on 
the hierarchical decision structures used by the AHP [9]. 
In this sense, the ANP can be regarded as a more general 
form of the AHP used in multi-criteria decision analysis 
to tackle dependence in feedback with the supermatrix 
approach [10-12]. 

Numerous practical applications of the ANP can be 
found. To name a few, for example, motives of transfer 
pricing strategies [13], an integrative framework for sup- 
plier relationship management [14], evaluating the effec- 
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tiveness of e-learning system in uncertainty [15], a selec- 
tion model for auditing software [16], among others. 
Many have involved complex decisions about economic, 
political, social and technological applications with be- 
nefits, opportunities, costs and risks [9,17]. Studying 
these applications can be very useful in understanding 
the complexities of the real world decision problems [18]. 
What seems to be lacking, however, is the “knowledge 
discovery” associated with ANP modeling, including the 
selection of decision structure types and the acquisition 
of causal relationships among elements. While creating 
the decision structures for ANP modeling, one major 
concern is selecting a proper structure best representing 
the decision problem. A good decision structure should 
be a form that makes the problem easier to visualize and 
better to understand its relevant elements and their inter- 
actions. Another concern is to introduce proper method(s) 
to solve the decision problem with greater efficiency, re- 
levance and confidence [19]. 

Viewed in this light, this paper aims to contribute an 
integrative framework that can not only create the deci- 
sion structures for ANP modeling but can also scrutinize 
and test the causal relationships among elements. Spe- 
cifically, the underlying framework will include identifi- 
cation of the measuring elements with principal compo- 
nent factor analysis, exploration of the causal directions 
among clusters with Bayesian network (BN) classifiers, 
and test of the causal relationships with partial least squares 
(PLS) path modeling. A case of enterprise resource plan-
ning (ERP) knowledge acquisition for the high-tech com-
panies in Taiwan is illustrated. The remainder of this 
paper is organized as follows. In Section 2, a literature 
review on the ANP decision structures is undertaken. In 
Section 3, the proposed framework is introduced with 
elaboration of the BN classifiers and the PLS path 
modeling. In Section 4, the proposed framework is im-
plemented to the ERP knowledge discovery. Finally, 
conclusions and directions for future research are ad-
dressed. 

2. Decision Structures for ANP Modeling 

In literature, two basic types of decision structures for 
ANP modeling can be identified—hierarchy-structured type 
and network-structured type. For instance, [11] demon-
strated several famous ANP models such as Car Purchase 
BCR Model and Hamburger Model—the former is a hi-
erarchy-structured type and the latter is a network-struc- 
tured type. A hierarchy-structured decision problem can 
be expressed as the way that the goal controls a series of 
subordinated clusters of criteria, subcriteria, and alterna-
tives. In contrast, a network-structured problem encom-
passes several strategic clusters linking one by one in 
turn as a networked system. Both structured types for 

ANP modeling have been applied in various problems, 
but the network-structured type seems to be more useful 
than a hierarchy-structured type. 

Figure 1 illustrates the two basic structured types for 
ANP modeling of the simplest form without inner de- 
pendencies. For a hierarchy-structured ANP modeling, a 
series of clusters of “Criteria”, “Sub-criteria”, and “Al- 
ternatives” are developed under the goal as shown in 
Figure 1(a). For a network-structured ANP modeling, in 
contrast, several clusters of “Strategic criteria” (A, B, C) 
and “Scenarios” are circled as a ring as shown in Figure 
1(b). In practice, several independent criteria can be un- 
der the goal as well as several sub-criteria under a spe- 
cific criterion in a hierarchy-structured ANP modeling. 
Likewise, several elements may further intertwine with 
each strategic criterion in a network-structured ANP mo- 
deling. 

Both types of decision structures for ANP modeling 
represent the logical conceptualization of a problem; the 
choice of them depends on the purpose of the decision 
making as well as on the complexity of the problem itself. 
Reference [19] suggested using the hierarchy-structured 
modeling when the elements and their connections are 
easily located in levels of dominance with connections 
that transmit influence downwards. If, however, the ele- 
ments and their connections are complicated and can 
only be grouped into clusters that do not fit well in 
well-defined levels, a network-structured modeling is 
perhaps more suitable. In other words, when the prob- 
lems can be readily represented as hierarchical decision 
structures, a hierarchy-structured ANP modeling can be 
appropriate; otherwise, the network-structured modeling 
should be used. More importantly, when risk and uncer- 
tainty are involved, the network-structured ANP model- 
ing would be more appropriate because it can better cap- 
ture the complex effects of interplay in human society; it 
is risky to use the hierarchy-structured ANP modeling 
because many influences can be lost by not representing 
them with the needed connections [19]. Generally, it is 
favorable to employ the network-structured ANP model- 
ing, rather than the hierarchy-structured one, to conduct 
 
  Goal 

Criteria 

Sub‐criteria 

Alternatives 

Criteria A 

Criteria B 

Criteria C

Scenarios 

(a) a hierarchical structure  (b) a network structure   

Figure 1. Two decision structures for ANP modeling. 
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analyses of important, intertwined complex decision pro- 
blems. The ERP case study of this paper will make use of 
the network-structured ANP modeling. 

3. Methodologies 

Many researchers have proposed solution frameworks to 
implement the networked-structured ANP modeling. For 
instance, [19] suggested a process to implement the net- 
work-structured ANP modeling as follows: 1) catego- 
rizing the elements into suitable clusters; 2) determining 
the influences; and 3) examining the network by clusters 
forward and backward. Reference [20] proposed a frame- 
work to implement the network-structured ANP model- 
ing: 1) network model construction; 2) pairwise com- 
parisons and priority vectors; 3) supermatrix formation 
and transformation; and 4) final priorities. Reference [21] 
also proposed a similar framework: 1) model construc- 
tion and problem structuring; 2) pairwise comparison 
matrices of interdependent component levels; 3) super- 
matrix formation; and 4) prioritizing and selecting al- 
ternatives. The above works have placed the spotlights 
on the analytic process wherein the decision structures 
are based on experts’ judgments. In many marketplaces, 
however, creating the decision structures from custom- 
ers’ perspectives is perhaps more imperative than ex- 
perts’ views, e.g., to make the sales pitch more effective 
in marketing contexts. 

3.1. The Proposed Framework 

Define abbreviations and acronyms the first time they are 
used in the text, even after they have been defined in the 
abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, 
dc, and rms do not have to be defined. Do not use abbre- 
viations in the title or heads unless they are unavoidable. 

By elaborating the aforementioned frameworks, this 
study attempts to create a stringent network-structured 
ANP modeling system, from which the essential knowl- 
edge (e.g., crucial causal relationships among the ele- 
ments) within the decision structures can be explored in 
hope of helping the decision makers to draw pragmatic 
implications for use. Our proposed framework integrates 
the following four steps: 

Step 1: Creating measuring items for the complex de- 
cision problem. To create the measuring items (i.e., crite- 
ria) for the complex decision problems, one can refer to 
relevant literature and/or conduct the experts’ interview. 
Upon identifying the complex measuring items, the ques- 
tionnaire questions can be developed accordingly. After 
that, one can further distribute the questionnaires to the 
participated subjects (in our case study, the ERP users) 
and collect their opinions. 

Step 2: Reducing complex measuring items into fewer 
constructs and conducting construct validity. The prin- 

cipal component factor analysis can reduce the complex 
measuring items into fewer constructs (i.e., clusters) in 
an objective manner. Moreover, the factor analysis can 
further conduct the construct validity. This is different 
from the conventional ANP modeling that directly de- 
pends on experts’ opinions to subjectively establish the 
constructs associated with the corresponding measuring 
items without validity. 

Step 3: Uncovering causal directions among con- 
structs. The Bayesian network (BN) classifier with ge- 
netic algorithm (GA) can solve the search problem in the 
network structure to uncover the causal directions among 
constructs. This is also different from the conventional 
ANP modeling that depends on experts’ opinions to sub- 
jectively assume the causal directions among constructs. 

Step 4: Testing and estimating the causal relationships 
among items-constructs. Finally, the partial least squares 
(PLS) path modeling is used to test and estimate the 
causal relationships among items-constructs. According 
to [22], there are two essential tasks in conducting the 
PLS path modeling: 1) checking convergent reliability 
and validity; 2) explaining path coefficients and predic- 
tive ability. In so doing, one can acquire three kinds of 
information, including standardized regression coeffi- 
cients for the paths, R2 values for the endogenous vari- 
ables, and factor loadings for the measuring items. 

3.2. The BN Classifier 

In this study, the BN classifier is used as a causal analy- 
sis technique to create a causal map—a graphical repre- 
sentation exhibiting causal relationships between a “class” 
variable and its related “attribute” variables. The BN has 
some merits as follows. It needs no rigid statistical as- 
sumptions; it graphically displays as a directed acyclic 
graph (DAG); and it represents a set of conditional inde- 
pendence constraints among a given number of variables 
and their related conditional probability distributions [23]. 
Specifically, a BN is a DAG that consists of a set of 
nodes/vertices linked by arcs, where the nodes represent 
the attributes and the arcs stand for the relationships 
among the connected attributes. In a DAG, the arcs des-
ignate the existence of direct causal relations between 
the linked variables, and the strengths of these relation-
ships are expressed in terms of conditional probabilities 
[24]. 

Inferring a Bayesian structure from objective data can 
be viewed as a search problem in the network-structured 
space [25]. To search the BN space, one requires em- 
ploying some proper searching methods, such as simu- 
lated annealing algorithms, tree augmented naïveBayes, 
genetic algorithm, and so on. Various learning algorithms 
for BN classifiers are readily available from the software 
WEKA which supports popular data mining techniques, 
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including K-means clustering, decision trees, BN classi- 
fiers, regression models, and neural networks. Among 
them, BN classifier with the GA is suitable for net- 
work-structured ANP modeling. Therefore, this study 
employs the GA technique to solve for the searching pro- 
blem in the network-structured space. 

3.3. The PLS Path Modeling 

Structural equation modeling (SEM) is a well-known and 
widely used causal analysis technique, which performs 
the task of modeling relationships between latent vari- 
ables [26-32]. Linear structural relations (LISREL) and 
PLS path modeling are two main SEM approaches—the 
former maximizing the explained covariation among the 
various constructs, while the later maximizing the ex- 
plained variation among the various constructs [23,33]. 
However, there are some differences between them. First, 
the LISREL assumes homogeneity in the observed po- 
pulation; in contrast, the PLS path modeling does not 
impose on rigorous assumptions, thus it is more suitable 
for real applications, in particular when the models are 
complex [33,34]. Second, the LISREL requires a large 
sample size, but the PLS path modeling needs only a 
minimum sample size of 30 [35,36]. Third, the LISREL 
highlights theory confirmation, while the PLS path mod- 
eling stresses causal explanation [23]. Reference [37] 
also indicated that the PLS path modeling is more suit- 
able for analyzing exploratory models with no rigorous 
theory grounding; it requires minimal assumptions about 
the statistical distributions of data sets; and it can work 
with smaller sample sizes. 

We can apply the PLS path modeling by the software 
SmartPLS to obtain the decision structures with causal 
relationships. In conducting the PLS path modeling one 
may also check the convergent reliability and validity. 
According to [38], one can accept the PLS results if the 
value of composite reliability is higher than 0.7 and the 
average variance extracted (AVE) value is higher than 
0.5. In light of these favorable merits, this study employs 
the PLS path modeling with the software SmartPLS to 
test and estimate the significant causal relationships. De- 
tails of the PLS path modeling can be referred to [39]. 

4. Case Study 

After the text edit has been completed, the paper is ready 
Our case study intends to create a network-structured 
ANP modeling system to discover knowledge about the 
relationships between users’ perceived ERP benefits and 
satisfaction for the high-tech enterprises in Hsinchu Sci- 
ence Park (HSP), which is the first science-based Indus- 
trial park having the greatest contribution to the devel- 
opment of high-tech industries in Taiwan. 

An ERP system integrates the internal and external 

management information across the entire enterprise with 
different activities, including manufacturing, sales and 
services, finance/accounting, among others, by ways of 
an integrated software application. It can facilitate the 
flows of information between all business functions in- 
side the boundaries of the enterprise; it can also manage 
the connections to outside stakeholders. Since the life 
spans of high-tech products are usually not very long, 
introducing the ERP system is especially imperative for a 
high-tech enterprise to better cope with the competitive, 
changeable markets by enhancing its production effici- 
ency and service effectiveness. An in-depth understand- 
ing of the causal relationships between users’ perceived 
ERP benefits and satisfaction would certainly help the 
venders to provide more appropriate ERP systems for the 
high-tech enterprises. To this end, this case study targets 
on the 405 enterprise companies listed in the HSP Ma- 
nufacturer Directory. We attempt to create the causal 
relationships between the 405 companies’ perceived ERP 
benefits and satisfaction, which should be regarded as an 
important, intertwined complex decision problem. Hence, 
a network-structured, in lieu of a hierarchy-structured 
ANP modeling, is used. Following the four steps of our 
proposed integrative framework, we present the findings 
as follows. 

Step 1: Creating measuring items for the complex de- 
cision problem. A preliminary questionnaire is developed 
according to [30,40] and the preliminary questions are 
revised by some ERP experts. A total of twenty-two 
measuring items are finally selected in the questionnaire 
to elucidate the users’ perceived ERP benefits and satis- 
faction, detailed in Table 1. Of these twenty-two items, 
the twenty-one items are viewed as the potential factors 
affecting the last item—SAT (Overall satisfaction about 
ERP implementations). In our questionnaire survey, each 
item question is evaluated on a Likert scale ranging from 
1 (strongly disagree) to 7 (strongly agree). The question- 
naire questions have been distributed to the representa- 
tive IT/MIS managers of the 405 enterprise companies. A 
total of 250 valid responses were obtained for further 
analysis (response rate: 62%). 

Step 2: Reducing complex measuring items into fewer 
constructs and conducting construct validity. The prin- 
cipal component factor analysis with varimax rotation 
technique is employed to reduce the measuring items into 
fewer constructs. The results are presented in Table 2. 
We note that the twenty-one measuring items have been 
greatly reduced to only three principal components 
(hereinafter, constructs) in elucidating the SAT (Overall 
satisfaction about ERP implementations). In this study, 
the construct composed of seven items (ERP8 through 
ERP14; Cronbach’s alpha value 0.940) is named “Cus- 
tomer Relationships” (CR). The construct composed of 

Copyright © 2013 SciRes.                                                                                  IJIS 



L. W. LAN  ET  AL. 19

Table 1. The measuring items for the case study. 

Measuring item Description 

ERP1 Quality improvement 

ERP2 Productivity improvement 

ERP3 Better resource management 

ERP4 Improved decision making and planning 

ERP5 Better production scheduling 

ERP6 Better process improvement 

ERP7 Cycle time reduction 

ERP8 Customer complain reduction 

ERP9 Better customer retention 

ERP10 Customer services improvement 

ERP11 Sales performance improvement 

ERP12 Generate product differentiation 

ERP13 Improved product cycle 

ERP14 Increased marketing capability 

ERP15 Inventory reduction 

ERP16 Decreased operating expenses 

ERP17 Increased business profitability 

ERP18 Decreased labour efforts 

ERP19 Support organizational changes 

ERP20 Support business growth 

ERP21 Support business alliance 

SAT Overall satisfaction about ERP implementations

 
Table 2. The results of factor analysis. 

Measuring item CR BC OE 

ERP14 0.857 0.107 0.238 

ERP12 0.854 0.325 0.049 

ERP10 0.841 0.161 0.313 

ERP9 0.797 0.289 0.236 

ERP11 0.736 0.497 0.053 

ERP13 0.676 0.486 0.139 

ERP8 0.606 0.229 0.512 

ERP19 0.179 0.835 0.309 

ERP18 0.292 0.826 0.210 

ERP17 0.434 0.679 0.255 

ERP20 0.452 0.628 0.238 

ERP16 0.593 0.599 0.256 

ERP15 0.512 0.591 0.144 

ERP21 0.552 0.558 0.299 

ERP5 0.291 −0.086 0.838 

ERP6 0.291 0.151 0.802 

ERP1 0.100 0.228 0.788 

ERP2 −0.008 0.427 0.755 

ERP4 0.208 0.365 0.735 

ERP3 0.150 0.595 0.663 

ERP7 0.534 0.322 0.560 

Eigenvalues 11.867 2.414 1.488 

% of Variance 56.512 11.497 7.086 

Cumulative % 56.512 68.009 75.095 

Cronbach’s alpha value 0.940 0.932 0.918 

CR: Customer Relationships; BC: Business Competencies; OE: Operational 
Efficiencies. 

the other seven items (ERP15 through ERP21; Cron- 
bach’s alpha value 0.932) is termed “Business Compe- 
tencies” (BC). The construct composed of another seven 
items (ERP1 through ERP7; Cronbach’s alpha value 
0.918) is called “Operational Efficiencies” (OE). In this 
step, the results also indicate the KMO value is 0.964 and 
the Bartlett’s test of sphericity is significant (p < 0.05), 
suggesting that the factor analysis is worth conducting. 
The three principal components can account for 75% of 
the total variance, which is satisfactory. Moreover, the 
high Cronbach’s alpha values for these three principal 
components also indicate a high internal consistency. 

Step 3: Uncovering causal directions among con- 
structs. When utilizing the BN classifiers to detect the 
causal directions among clusters for a network-structured 
ANP modeling, the cluster of scenarios should be viewed 
as the “class” variable while the clusters of strategic cri- 
teria should be regarded as the “attribute” variables. Us- 
ing the software WEKA to implement the BN classifier 
with the GA, one can obtain the causal directions among 
clusters/constructs, displayed in Figure 2. 

Step 4: Testing and estimating the causal relationships 
among items-constructs. According to [22], the causal 
directions acquired by the BN classifiers must be re- 
versed before performing the PLS path modeling in order 
to accurately interpret the causal meanings. After revers- 
ing the causal directions of Figure 2, we then apply the 
PLS path modeling by the software SmartPLS to obtain 
the decision structure with causal relationships, displayed 
in Figure 3. The numerical figures inside the constructs 
denote the R2 values, whereas those figures above the 
arrowed lines indicate the path coefficients. Table 3 pre- 
sents the convergent reliability and validity. As afore- 
mentioned, one can accept the PLS results if the value of 
composite reliability is higher than 0.7 and the average 
variance extracted (AVE) value is higher than 0.5 [38]. 
We note the values of composite reliability are all higher 
than 0.7 and the values of AVE are all higher than 0.5, 
suggesting that our case study has reached a satisfactory 
level of convergent reliability and validity. 

5. Discussion 

From Figure 3, we note that the item ERP12 (Generate 
product differentiation) is the best contributor to con- 
struct CR (Customer Relationships), ERP16 (Decreased 
operating expenses) is the best contributor to construct 
BC (Business Competencies), and ERP3 (Better resource 
management) is the best contributor to construct OE 
(Operational Efficiencies). As for the R2 of the three en- 
dogenous constructs, BC has the ability to explain 64.0%. 
Overall, the combination of three constructs has ex- 
plained 72.6% of the SAT (Overall satisfaction about 
ERP implementations). 
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Figure 2. The causal directions among items-constructs. 
 

 

Figure 3. The decision structure with causal relationships among items-constructs. 
 

Table 3. The convergent reliability and validity. 

 AVE CR R2 CA C R 

BC 0.716 0.946 0.640 0.933 0.716 0.454

CR 0.737 0.951 0.377 0.940 0.737 0.268

OE 0.676 0.936  0.920 0.676  

SAT   0.726  1.000 0.415

AVE: Average Variance Extracted; CR: Composite Reliability; CA: Cron- 
bach’s Alpha; C: Community; R: Redundancy. 

 
Table 4 details the significant item loadings. Table 5 

presents the significant path coefficients between con- 
structs. Note that the path “CR → BC” (path coefficient 
0.800) has the greatest positive direct effect, followed by 
the path “OE → CR” (path coefficient 0.614). We also 
note that OE plays a key role in the decision structure 
because OE has been identified as the “source” or “root” 

of path “OE→SAT” and path “OE→CR→BC→SAT”. 
The findings reveal that SAT (Overall satisfaction) has 
been affected, directly or indirectly, by CR, BC and OE. 
Furthermore, the path “OE→CR→BC→SAT” reveals 
that OE and CR are not equally important, nor for CR 
and BC. The foremost construct is OE, which directly 
affects construct CR and indirectly influences construct 
BC. In other words, once the ERP users have perceived 
that ERP can enhance OE (Operational Efficiencies), 
then it would tap the cognition of ERP to improve both 
CR (Customer Relations) and BC (Business Competen- 
cies). 

The ANP modeling has been widely applied in various 
fields, yet its decision structures often relied on experts’ 
subjective assessments. In facing fierce business compe- 
tition, listening to users’ voices can be more imperative. 
This paper has successfully discovered knowledge about  
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Table 4. The test results of item loadings. 

 OS SM SD SE T 

ERP1←OE 0.157 0.158 0.012 0.012 13.253

ERP10←CR 0.167 0.168 0.014 0.014 11.606

ERP11←CR 0.170 0.170 0.009 0.009 18.990

ERP12←CR 0.155 0.154 0.009 0.009 17.271

ERP13←CR 0.174 0.175 0.018 0.018 9.801 

ERP14←CR 0.149 0.148 0.010 0.010 15.083

ERP15←BC 0.159 0.159 0.009 0.009 17.663

ERP16←BC 0.182 0.182 0.009 0.009 20.865

ERP17←BC 0.174 0.175 0.008 0.008 22.542

ERP18←BC 0.164 0.164 0.011 0.011 14.638

ERP19←BC 0.161 0.161 0.008 0.008 20.184

ERP2←OE 0.154 0.156 0.012 0.012 13.190

ERP20←BC 0.162 0.162 0.012 0.012 13.480

ERP21←BC 0.178 0.178 0.009 0.009 19.928

ERP3←OE 0.193 0.192 0.010 0.010 18.938

ERP4←OE 0.195 0.193 0.008 0.008 23.401

ERP5←OE 0.148 0.148 0.010 0.010 14.914

ERP6←OE 0.175 0.173 0.013 0.013 13.628

ERP7←OE 0.193 0.192 0.014 0.014 14.274

ERP8←CR 0.183 0.186 0.024 0.024 7.719 

ERP9←CR 0.171 0.170 0.007 0.007 26.140

OS: Original Sample; SM: Sample Mean; SD: Standard Deviation; SE: 
Standard Error; T: t-Statistics (=|OS/SE|). 

 
Table 5. The test results of path coefficients. 

 OS SM SD SE T 

BC→SAT 0.368 0.370 0.069 0.069 5.340 

CR→BC 0.800 0.802 0.049 0.049 16.366 

OE→CR 0.614 0.625 0.076 0.076 8.123 

OE→SAT 0.558 0.554 0.069 0.069 8.120 

OS: Original Sample; SM: Sample Mean; SD: Standard Deviation; SE: 
Standard Error; T: t-Statistics (=|OS/SE|). 

 
the high-tech companies’ perceived ERP benefits and 
satisfaction. It is the first attempt in literature to address 
the importance of establishing a proper decision structure 
for ANP modeling, together with proposing an integra- 
tive solution framework for use. The results based on 
users’ voices can provide the ERP vendors with a blue- 
print to advance the previous decision structures of ANP 
modeling that only relied on experts’ subjective assess- 
ments. 

Based on the knowledge discovered in the case study, 
the construct “Operational Efficiencies” (OE) has served 
as a “source” (root) driver to boost users’ overall satis- 
faction about ERP implementations. It suggests that if the 
ERP venders can place the highest priority to the con- 

struct OE, it will enhance the enterprise users’ overall 
satisfaction. Therefore, the ERP vendors should lay more 
emphasis on the corresponding seven measuring items 
(ERP1 through ERP7) to help advance the companies’ 
business capabilities. However, the knowledge discovery 
has also indicated ERP1 through ERP7 under the con- 
struct OE not sharing the same importance. The ERP 
vendors are recommended to employ other proper tech- 
niques, such as the decision making trial and evaluation 
laboratory (DEMATEL) [31], to further discover the re- 
lative importance of the measuring items. As such, the 
limited resources of a company can be efficiently allotted 
to the most critical items so as to frog-leap the enterprise 
capabilities. 

In view of the R2 value, BC (64.0%) is higher than CR 
(37.7%), suggesting that the “Business Competencies” 
should have higher priority over the “Customer Relations” 
towards an improvement of the overall satisfaction about 
ERP implementations. However, this interpretation should 
be cautious. It would be better if one could further con-
duct in a stepwise mode, e.g., implementing with a port-
folio that consists of the determinants resulting from CR 
and BC as well as OE with the DEMATEL. 

6. Conclusions 

This paper has shed new light on the decision structures 
and knowledge discovery for ANP modeling for tackling 
the complex decision problems. We contributed an inte- 
grative framework with the underlying four-step ration- 
ales: 1) creating the measuring items for the complex 
decision problems; 2) applying factor analysis to reduce 
the complex measuring items into fewer constructs; 3) 
employing Bayesian network classifier technique to dis- 
cover the causal directions among constructs; 4) using 
partial least squares path modeling to test and estimate 
the causal relationships among the items-constructs. The 
integrative framework has been satisfactorily implement- 
ed in Hsinchu Science Park, Taiwan, to discover knowl- 
edge about high-tech companies’ enterprise resource 
planning (ERP) benefits and satisfaction. The findings 
provide pragmatic implications to the ERP venders to 
help boost the high-tech companies’ business capabili- 
ties and competitiveness. 

Depending on the problem complexity and character- 
istics, both hierarchy-type and network-type structures 
may be useful for ANP modeling. This study inevitably 
has some limitations, which call for further research. 
First, the present study only focused on the network- 
structured ANP modeling. In the future study, one can 
work on the hierarchy-structured ANP modeling and 
further develop appropriate solution techniques (e.g., 
TAN algorithm) for use. Second, the proposed integra- 
tive framework may be incorporated with other analytic 
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methods such as fuzzy set theory [41-43], DEMATEL 
[31,44], TOPSIS [44], goal programming [45], artificial 
neural network [46] to explore in-depth knowledge for 
better decisions making. Third, although the proposed 
framework has been satisfactorily applied to a complex 
decision issue on users’ perceived ERP benefits and sat- 
isfaction for high-tech enterprises, the interpretations 
should not be generalized. Application of the proposed 
framework to other enterprises in different industries de- 
serves further study. 
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