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ABSTRACT

In this communication, we consider and study a generalized two parameters entropy of order statistics and derive
bounds for it. The generalized residual entropy using order statistics has also been discussed.
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1. Introduction
Suppose X,,X,,---, X, are n independent and iden-

tically distributed observations from a distribution F, ,
where F, is differentiable with a density f, which is
positive in an interval and zero elsewhere. The order sta-
tistics of the sample is defined by the arrangement of
X, X,,---, X, from the smallest to largest denoted as
X, X0, X, - Then the p.d.f. of the i" order sta-
tistics X, is given by

) P— G

B(i,n —i+1
[1-F, ()] £ (),

for details refer to [1].

Order statistics has been studied by statisticians for
some time and has been applied to problems of statistical
estimation [2], reliability analysis, image coding [3] etc.
Some information theoretic aspects of order statistics
have been discussed in the literature. Wong and Chen [4]
showed that the difference between average entropy of
order statistics and the entropy of a data distribution is a
constant. Park [5] showed some recurrence relations for
entropy of order statistics. Information properties of or-
der statistics based on Shannon entropy [6] and Kull-
back-Leibler [7] measure using probability integral
transformation have been studied by Ebrahimi ez al. [8].
Arghami and Abbasnejad [9] studied Renyi entropy pro-
perties based on order statistics. The Renyi [10] entropy
is a single parameter entropy. We consider a generalized
two parameter, the Verma entropy [11], and study it in
context with order statistics. Verma entropy plays a vital
role as a measure of complexity and uncertainty in dif-
ferent areas such as physics, electronics and engineering
to describe many chaotic systems. Considering the im-
portance of this entropy measure, it will be worthwhile to
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study it in case of order statistics. The rest of the article is
organized as follows:

In Section 2, we express generalized entropy of i"
order statistics in terms of generalized entropy of "
order statistics of uniform distribution and study some of
its properties. Section 3 provides bounds for entropy of
order statistics. In Section 4, we derive an expression for
residual generalized entropy of order statistics using re-
sidual generalized entropy for uniform distribution.

2. Generalized Entropy of Order Statistics

Let X be a random variable having an absolutely con-
tinuous cdf F(x) and pdf f(x), then Verma [11]
entropy of the random variable X with parameters
a, B is defined as:

B _ 1 © pa+f-1
H'(X)= a_ﬂlogjof (x)dx, VB 21, @
a#p,p-l<a<pf,
where

it (X) = H, (X) = _ai_mg [ (x)a,

is the Renyi entropy, and
lim HZ(X)=-["f(x)log f (x)dx,

B=la—1
is the Shannon entropy .

We use the probability integral transformation of the
random variable U = F(X) where the distribution of U
is the standard uniform distribution. If ¥,,V,,---,V, are
the order statistics of a random sample U,,U,,---,U,
from uniform distribution, then it is easy to see using (1)
that V,,i=12,---,n has beta distribution with parame-
ters i and (n—i+1). Using probability integral trans-
formation, entropy (2) of the random variable X can be
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represented as

HE ()= fﬂ log [1f /2 (F™ (u))du.  (3)

1 (X,,) = HE (V) -~

o o

where H7 (V) denotes the entropy of the beta distribu-
tion with parameters i and (n-i+1), E, (X) de-
notes expectation of X over g, and Z ~g, is the
beta density with parameters (a+£-1)(i-1)+1 and

po 1 ra+)) 177
Hi ()= a—ﬂlog{r(z’ z+1)}

a-p

a-p

Next, we prove the following result:
Theorem 2.1 The generalized entropy of X,, can be

expressed as

log £, [ 1 (F(2)], )

(a+pB-1)(n—i)+1.
Proof: Since V,=F(X,,),i=12,---,n which im-

plies X, =F(V;). Thus, from (3) we have

i

o 314 (1 8 3

i

)
:_(“;_ﬂ[;l) Iog{

Og{ I'((a+p-1)(n-1)+2)
T((a+B-1)(i-1)+1)T((a+B-1)(n—i)+1) (5)

I(a+pB-1)(n-1)+2

1 1
"o p |09J‘O{r((a+ﬂ_1)(i—1)+1)1"((a+,B—1)(n—i)+1):|
A6 (1-z, )(wﬂfl)("*f) fler ) ( F(z )) dz,.

It is easy to see that the entropy (2) for the beta distribution with parameters i and (n—i+1) (that is, the i

order statistics of uniform distribution) is given by

1

Hf(Vi):(aJrﬂ_ljlogB(i,n—Hl)—

a-p

Using (6) in (5), the desired result (4) follows.
In particular, by taking g=1and ¢ —>1, (4) reduces
to

H(X,,)=H(V)-E, [logf(F*(2))]

a result derived by Ebrahimi et al. [8].

Remark: In reliability engineering (n—k+1) -out-
of-n systems are very important kind of structures. A
(n—k+1)-out-of-n system functions iff atleast
(n—k+1) components out of n components function.
If X,,X,,--,X, denote the independent lifetimes of
the components of such system, then the lifetime of the

g;

For i=1, from (6), we have

1
_rﬂ
.[(a+ﬂ—1) |ogn—log((a+ﬁ—1)("—1)+1)]-
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a-p

E | [fa+ﬂ-2 (F_l (Zl)ﬂ _ Eg,» |:9a+[;’—2 (l—Zl. )a+ﬂ—2] — b2

h

log B((a+B-1)(i-1)+L(a+ B-1)(n—i)+1). (6)

system is equal to the order statistic X,.,. The special
case of k=1 and n, that is for sample minima and
maxima correspond to series and parallel systems respec-
tively. In the following example, we calculate entropy (4)
for sample maxima and minima for an exponential dis-
tribution.

Example 2.1 Let X be a random variable having the
exponential distribution with pdf

f(x)zﬁe'g“,6’>0,x20.

Here, F*(z)=-6"log(l-z) and the expectation
term is given by
B((a+p-1)(i-1)+1(a+B-1)(n—i+1))
B((a+p-1)(i-1)+L(a+p-1)(n—i)+1)

Hence, using (4)

y __[e+B-2 log(a+4-1)
HI(X,,)= ( oy ]Iogn0+ (@=7)

which confirms that the sample minimum has an expo-

nential distribution with parameter »é , since
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a+p-2
a-p

jlog¢9+ Iog(a+ﬂ—1),

H (X)=-

200 -

where X is an exponential variate with parameter 6.
Also

H (X,,)-H? (X)= [L’B_Z)Iog .
-«

Hence, the difference between the generalized entropy
of first order statistics i.e. the sample minimum and the
generalized entropy of parent distribution is independent
of parameter @, but it depends upon sample size n.
Similarly, for sample maximum, we have

Hf(Xm):—(aJr’B_l]Iogn—(Lﬂ_zjlogH

—— L log B((er+ f-1).(a+p-1)(n-1)+1).

(a=p)
It can be seen easily that the difference between
1l (X,,) and Hf(X) is

_{a+,8—1jlogn

a-p

1
—mlogB((a +B-1),(a+p-1)(n-1)+1)

_Iog(a+/§’—1)
a-p
gi(z)SBi :gi(mi)

1

which is also independent of parameter 6.

3. Bounds for the Generalized Entropy of
Order Statistics

In this section, we find the bounds for generalized en-
tropy for order statistics (4) in terms of entropy (2). We
prove the following result.

Theorem 3.1 For any random variable X with
Hf(X)<oo, the entropy of the " order statistics
X. ,i=12,---,n is bounded above as

| HJ(X,,)<C +H?(X). 7

where

i a

C~=Hﬂ(K)—[ - JlogB,-,

and, bounded below as
Hf (Xi:n)

=112 (1)

where, M = f(m)<w,and m is the mode of the dis-
tribution and f is pdf of the random variable X .

Proof: The mode of the beta distribution g, is
m :i . Thus,

i
n—i

a+p-2 ®)

a-p

jlogM,

e A (1-

B((a+p-1)(i-1)+L(a+pB-1)(n-i)+1)

For p>1p8-1<a< g, from(4)
1

a-p
1

HE (X)) = HZ (V) ==

a

log e (2) £ (£ (2)) e < -

i

m )(a+ﬂfl)(nfi)+1 ]

1

o—

1, log Bl.jf”“'ﬁ_2 (F_1 (z))dz

1 a+p-2 -1
_ IogBi—a_ﬂlong P (2)) e

=- ﬁlogBl.—aiﬂlogjf””ﬁ‘l(x)dx:—

which gives (7).
From (4) we can write

a

Hﬂ(Xi:n)ZHf(Vi)_[

Example 3.1 For the uniform distribution over the in-
terval [a,b] we have

Hf(X):(%ﬂﬂ_zjlog(b—a),
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Jioa i (oyar= 20 12 (7)<

1

log B, + H? (X).

a+p-2

Py jlogM.

and from (6),

)=z ) = 1

{(a+B-1)logn-log((e+p-1)(n-1)+1) .
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and

C =C, :—(Lﬁ_ljlogn.

Hence, using (7) we get

Thus, for uniform distribution, we have

[(a+ﬂ—1)Iogn—Iog((a+,3_1)(n_l)+l)]+[

_Lﬂ[(mﬁ—l)logn—|og((a+ﬂ—1)(n—1)+1)]+[

Hf(Xrn)S—(Lﬁﬂ_ljlogn—l—[Lﬂﬁ_zjlog(b—a).

o — o —
Further, for uniform distribution over the interval
[a,b], M:bL Using (8) we get

—a

a+p-2

jlog(b—a).

a+p-2

a—

Jlog(b—a)

<H!(X,,)< —(L’Bﬂ_lj logn +(Lﬂ_2j log(b-a).

We can check that the bounds for H’”(X,,) are
same as that of H/ (X, ).

Example 3.2 For the exponential distribution with pa-
rameter 6,wehave M =6 and

H”(X):—[a+ﬂ_1

o—

Iog((a+ﬁ—1)0).

]Ioge+ oy

a-p

Thus, as calculated in Example 2.1

HJ(X,,)= —(L’B_Z) log né
o

. log(a+p-1)
a-p '
Using Theorem 3.1

_[ﬁj[(atﬁ—l)logn—Iog((a+/5’—1)(n—1)+1)J—[%ﬂ;2j|099

SHf(Xlzn)S—(Lﬂ_ljlogn—[‘)“rﬂ—2jlog‘9Jr Iog(cx+ﬁ—1).
IB a—ﬂ

Here we observe that the difference between upper

bound and HZ(X,,) is (

Jlogn, which is an
increasing function of »n. Thus, for the exponential dis-
tribution upper bound is not useful when sample size is
large.

4. The Generalized Residual Entropy of
Order Statistics

In reliability theory and survival analysis, X usually
denotes a duration such as the lifetime. The residual life-
time of the system when it is still operating at time ¢,
given by X, =(X —¢|X >¢) has the probability density
[(x)
t)==
M0,
Ebrahimi [12] proposed the entropy of the residual life-
time X, as

,x2t>0, where F(t)=1-F(¢)>0.

H(X;1) =—Itw%log%dx,t >0. ©

Copyright © 2012 SciRes.

a-p

Obviously, when ¢=0, it reduces to Shannon en-

tropy.
The generalized residual entropy of the type («, /)
is defined as

l 00f‘oz+ﬂ—1(x)
—a Iog.[t erﬁ—l (t)

HI (X;1)= dx, (10
B
where f-1<a< f,52>1 When =0, itreducesto (2).
We note that the density function and survival function
of X, (refer to [13]), denoted by f,, (x) and
F, (x),i=123,,n, respectively are

1 i-1 n—i
100 = g L O P 0T (0. 00
where
B(a,b)=[x" (1-x)"dv,a>0,>0, (12)
and
_ ~ EF(X) (i,n—i+1)
E,(x)= B(ln——l-l—l) (13)
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where
B (ab)=[u""(1-u) " du0<x<l.  (14)

B(a,b) and B, (a,b) are known as the beta and in-
complete beta functions respectively. In the next lemma,

Vit)=

i

Proof: For uniform distribution using (10), we have

a+p-1
Hf(r/,;z):ﬂf alog [ ];"Mﬂl((;;)dx (16)

Putting values from (11) and (13) in (16), we get the
desired result (15).

Ifweput =0 in(15), we get (6).

1

HY(X,,;t)=H.(

where
Y, ~ EF(,) ((a+B-1)(i-1)+L(a+B-1)(n—i)+1).
Proof: Using the probability integral transformation
V,=F(X,,)i=123"n

and above lemma, the result follows.
Take t=0 in(17), it reduces to (4).
Example 4.1 Suppose that X is exponentially dis-

tributed random variable with mean % . Then,

f(FH(y))=0(-»)

and we have

EI:.faJrﬂ—Z (Ffl (Yl))]

B 9a+ﬁ—2e—at(a+ﬁ—2)
“n(a+p-1)[(a+p-1)(n-1)+1]

For i=1, Theorem 4.1 gives

1
B )= _
HY (Xy,it)= ﬁ_alog(a+ﬁ 1)
J{Lﬂ_z)logna.
p—-a
Also
Siv.on | o+ =2 1 _
H’ (X't)_(——a ]Ioge —ﬂ_alog(a+/3 1).
Hence

Copyright © 2012 SciRes.

1a log 3, ((a+ﬂ—1)(i—1)+1,(a+ﬂ—l)(n—i)+l)—(

V;F(t))+ﬂ_a

we derive an expression for H” (V;;¢) for the dynamic
version of H/ (V,) asgiven by (6).
Lemma 4.1 Let V, be the i" order statistics based

on a random sample of size n from uniform dis-
tribution on (0,1). Then

LHJIOQE,(i,n—Hl). (15)
p-a

Using this, in the following theorem, we will show that
the residual entropy of order statistics X,, can be rep-
resented in terms of residual entropy of uniform distribu-
tion.

Theorem 4.1 Let F be an absolutely continuous
distribution function with density f . Then, generalized
residual entropy of the i" order statistics can be repre-
sented as

log E[ £ (F(1,)) ], )

HI (Xyt)-HE (X;t) =—[Lﬂ_2jlogn.
p-a
So, in the exponential case the difference between gen-
eralized residual entropy of the lifetime of a series sys-
tem and residual generalized entropy of the lifetime of
each component is independent of time.

5. Conclusion

The two parameters generalized entropy plays a vital role
as a measure of complexity and uncertainty in different
areas such as physics, electronics and engineering to de-
scribe many chaotic systems. Using probability integral
transformation we have studied the generalized and gen-
eralized residual entropies based on order statistics. We
have explored some properties of these entropies for ex-
ponential distribution.
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