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ABSTRACT 

In order to solve the uneven node load in the tradition clustering routing protocols, a new clustering algorism based on 
SOM is proposed. Firstly, the network radio model and the energy consumption model are defined. A new algorism 
using SOM to form the cluster and select the cluster head is defined. In the clustering node remain energy and the 
Euclidean distance from cluster head to the cluster member are considered. The experiment shows our method has the 
longer life cycle and less total energy consumption. It is an effective clustering protocol. 
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1. Introduction 

WSN (Wireless Sensor Network) is composed of amounts 
of sensor nodes with low-power and limited-processing 
capability random deployed in the monitoring area [1].  

The routing protocol is the main research of WSN, the 
clustering protocol as a hierarchical protocol is more 
extensive than the other types of protocols, the main idea 
is the network can be divided to several clusters, every 
cluster has two types of nodes such as the cluster head 
and the cluster member, the cluster head is responsible 
for collecting, managing and fusing the data from cluster 
member and finally sending to sink node. 

LEACH protocol (Low-Energy Adaptive Clustering 
Hierarchy) [2] is introduced by Heinzelman, and it is a 
first clustering routing protocol, the operation of the pro-
tocol can be described as wheels, every wheel contains 
clustering and data transmission, but the selection of the 
cluster head not considering the energy factor leading the 
uneven node energy consumption. 

LEACH-C protocol [3] using the centralized control 
strategy, the sink node operates the simulation annealing 
algorism to cluster, but having the big energy consumption. 

HEED [4], TEEN [5] and PEGASIS [6] are all the im-
provement on the LEACH protocol, but they all exist the 
big energy consumption for clustering. 

In order to solve the above problems, we propose a 
new method based on SOM algorism, the SOM is used to 
obtain the clusters and the cluster heads.  

2. Radio Model  

The network model is given the following condition: 

1) The base station is fixed and located far from the 
sensor node. 

2) All the sensor nodes in the network are homogene-
ous and energy constrained, the node is fixed and can not 
move. 

3) The communication link is symmetry, when the 
transmit power is known, the receiving node can estimate 
the distance from between them.  

4) According the distance from the receiving node, the 
sending node can adjust transmit power to save the ener- 
gy. 

For the main energy consumption of wireless sensor 
network is from data communication, so missing the data 
fusion and managing, the energy consumption model can 
be represented as follows: 
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In Equation (1)  trans ,E l d
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 denotes the data transmit 
energy consumption, rec  denotes the data receiving 
energy consumption,  is the bit of data packet. elec  
is the wireless transceiver circuit energy consumption, 
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E

  and amp  is the amplifier circuit power coefficient 
for free-space model and multi-path fading model, re-
spectively.  is the distance between the sending node 
and the receiving node.  
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3. The Clustering Algorism 

3.1. SOM  

SOM (Self-Organizing Feature Map) [7] is proposed by 
Kohonen, it is main goal is to realize the input signal 
model of any dimension changing to one dimension or 
two dimension, and to adapt the change in a topological 
and orderly manner. 

The SOM contains input layer and output layer as Fig-
ure 1. 

3.2. SOM Clustering Algorism  

Initialize: The number of input neural, the number of 
output neurons, weight vector  

, iteration time   0 1 ,1ijW i n j    m 1t  ， the 
max iteration time ; T

Step 1: The current iteration time , input the 
sample  and the weight value 

1t t 
 remain, ,is x y e   0ijW . 

All the samples and the weight value  are nor-
malized.  

0ijW 

Step 2: Find the successful neuron. Find the successful 
output neuron according to the Equation (3) with the 
smallest Euclidean distance. 
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In Equation (3), the output neuron which has the 
smallest  is the successful neuron.  dis ijt t

Step 3：Renew the weight. Renew the weight of suc-
cessful neuron and its neighbor area according to the 
Equation (4): 
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In Equation (4),  is the studying rate,  h t  ij t  is  
 

 

Figure 1. The structure of SOM. 

the neighbor area function.  
Step 4: Renew the studying rate and the neighbor area 

function according to the following equations. 

  0 exp 1h t h t t                 (5) 

   2 2exp 2ij t d               (6) 

In the above equations,  and  h t  ij t  is dy-
namically descending, and according the experience 0  
is assigned 0.1,  is assigned 1000, so 

h
1t  h t  is be-

tween 0.01 and 0.1,  ij t  is a Gaussian function and 
the variable   is a function descending with the itera-
tion time.   is represented by the Equation (7): 

  0 exp 1t  t t



              (7) 

In the Equation (7), the value of  is also 1000. 1t
Step 5: If the studying rate is descent to 0 or the cur-

rent iteration time is the max value T, the cluster numbers 
and its responding center  can be ob-
tained , else go to Step 2.  

 1 2, , , kc c c c 

Step 6: Obtain the cluster head. Assign all the cluster 
center to the really sensor node according Equation (8): 

1 ,i h j h x c j x c i j n               (8) 

In Equation (8),  1hc h k 
c

 is one of the cluster 
centers from the set , so the cluster center is assigned 
to ix , and then ix  is the cluster head. 

Step 7: Form the clusters. Assign every sensor node to 
the cluster according to the smallest Euclidean distance 
from the cluster head. 

When the cluster is formed and the cluster head is se-
lected, the cluster is not changed any more, but there 
existed an energy threshold, if the energy of the cluster 
head is lower than the threshold, it will broadcast a mes-
sage to tell all the cluster members, and the cluster head 
will be reselect to according the algorism.  

4. Simulation Experiment 

Using Matlab as the simulation platform, and the ex-
periment parameters are showed as in Table 1: 

Figure 2 shows numbers of remain live nodes accord-
ing to the wheels:  

From Figure 2 we can find our method has the longer 
network life cycle than LEACH and LEACH-C, and the 
first death node in our method is appeared in 350 wheels, 
where LEACH and LEACH-C are 150 and 170, respec-
tively. It proves that our method has balanced the load of 
cluster node by making the near distance from the cluster 
head. 

Figure 3 shows the total energy consumption for the 
three protocols, which shows our method has the smallest 
energy consumption, and this is because the formed 
cluster will not be changed, so avoiding the periodical 
forming cluster of other protocols. 
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5. Conclusion  Table 1. Experiment parameters. 

Paramter Value 

Sensor area (0,0) - (100,100) m 

Node initial energy 4 J 

Node number 100 

Station position (25,250) m 

fs  30 pJ/bit*m−2 

mp  0.4 pJ/bit*m−4 

mp  30 nJ/bit 

daE  10 nJ/bit 

Data packet 600 B 

In the WSN, the node is usually powered battery and can 
not be supplemented, so the effective routing method is 
needed to delay the network life cycle. Therefore, we 
proposed a cluster algorism based on SOM is introduced. 
The algorism is designed based on two types’ informa-
tion such as node position and remain energy. And after 
the operation of the algorism we can get the cluster and 
the cluster head. The experiment shows our method has 
the longer life cycle and less total energy consumption. It 
is an effective clustering protocol. 
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Figure 3. The total energy consumption. 
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