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#### Abstract

In this study we propose an approach to solve a partial differential equation (PDE), the boundary integral method, for the valuation of both discrete and continuous window barrier options, as well as multi-window barrier options within a deterministic term structure of volatility and interest rates. Numerical results reveal that the proposed method yields rapid and highly accurate closed-form approximate solutions. In addition, the term structure will have a significant impact on the valuation.
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## 1. Introduction

Barrier options are widely used and traded in financial markets to manage the risk related to foreign exchange, interest rates, and equity in the global market. A barrier option is a path-dependent option that is activated (i.e. knocked in), or extinguished (i.e. knocked out) when the price of the underlying asset breaches the pre-specified barrier level at any time before maturity. There are two main reasons for the prevalence of barrier options. First, barrier options are useful for limiting the risk exposure of clients, specifically in the foreign exchange market. Second, barrier options are cheaper than vanilla options with similar attributes. Therefore, they are more affordable financial instruments that can match investors' views regarding the degree of volatility in the underlying asset price change. Additionally, they offer an appropriate level of downside protection for hedging purposes. For example, if long hedgers believe that only a mild volatility exists in the market over a given period, the hedgers will prefer to buy a knock-out option with fewer premiums than to pay the full premium for a plain vanilla option. Alternatively, when speculators believe that the price change will be volatile for a period of time, they will prefer to purchase a knock-in option rather than to obtain the plain option with a higher price. Since an ordinary option can be decomposed into two otherwise identical knock-in and knock-out options, this feature makes the barrier option a highly suitable instrument for tailor-made structured deals.

Partial barrier options are the extension of barrier options, however there is a major difference between the two. Partial barrier options assume that the barrier prevails only for some fraction of the option's lifetime, while barrier options prevail through the entire life of the option. Heynan and Kat [1] studied two types of continuous partial single barrier options: 1) an option with a monitoring period which commences at the start date of the option and terminates at an arbitrary date before expiration (this is referred to as an early-end partial barrier option); and 2) an option with a monitoring period which commences strictly at the starting date and ends strictly before the expiration date.

A window barrier option incorporates a barrier which commences at an arbitrary date after the starting date and terminates at an arbitrary date before the expiration. Window barrier options are more flexible than standard barrier options because the adaptable monitoring period provides traders with the full flexibility to lock volatility risks during a specific time period. Window barrier options not only offer investors a hedge instrument maneuvered by investors' views on the range of volatility, but these options also provide building blocks to create various types of partial exotic options embedded in structured products. In recent years they have become more popular with investors, particularly in foreign exchange markets. Meanwhile, academics and practitioners have turned their attention to the more complicated structures of barrier options.

Since Merton [2] first derived the analytical closed-
form solution to handle a down-and-out continuous monitoring barrier call, there has been a variety of research concerning this issue. Cox and Rubinstein [3] provided a valuation formula for an up-and-out call, which is nullified whenever the underlying asset price triggers the upper knockout price. Rubinstein and Reiner [4] provided the formulae for 8 types of barrier options, and Haug [5] gave a generation of the set of formulae provided by Rubinstein and Reiner. Kunitomo and Ikeda [6] provided valuation formulae based on a generalization of the Levy formula for double barrier options with two exponential curved boundaries. Geman and Yor [7] used the CameronMartin theorem to obtain the Laplace transformation of the values for double barrier options with two fixed boundaries.

The binomial and trinomial lattice models developed respectively by Cox, Ross and Rubinstein [8] and Boyle [ 9,10 ] are well-known schemes for pricing standard vanilla options. However, Boyle and Lau [11] demonstrated that the CRR binomial model may lead to persistent errors in barrier option pricing. Ritchken [12] illustrated that when the trinomial model is naively applied to the pricing of barrier options, more time steps may not always lead to more accurate prices. Boyle and Lau [11] and Ritchken [12] suggested modified lattice algorithms to generate accurate pricing for the barrier option. But as revealed in Ritchken [12], the modified algorithms suggested by Boyle and Lau [11] and Ritchken [12] are nevertheless inefficient for handling the barrier-too-close problem. Wang, Liu and Hsiao [13] used a hybrid method, which is a combination of the Laplace transformation and the finite-difference approach, to overcome the unstable problem for pricing barrier options modeled by a branching process. Figlewski and Gao [14] used the adaptive mesh model to discuss option pricing. Albert, Fink, Fink [15] priced barrier options using an adaptive mesh model under a jump-diffusion process.

Broadie, Glasserman, and Kou [16] and Hörfelt [17] derived the approximation formulae for the discrete single barrier options. Boyle and Tian [18] proposed a modified explicit finite difference approach to the valuation of barrier options, but their method is not particularly efficient in dealing with discrete barrier option pricing. Ahn, Figlewski, and Gao [19] suggested the adaptive mesh model structure for pricing discrete barrier options. Kou [20] applied a sequential analysis to extend Broadie, Glasserman and Kou's approximation formulae [16] to more general cases of discrete barrier options. Mitov, Rachev, Kim and Fabozzi [21] derived an analytical formula for the price of an up-and-out call, and showed that the values of barrier options priced with the branching process in a random environment model were significantly different from those modeled with a lognormal process. Hu and Knessl [22] analyzed the asymptotics of
barrier option pricing under the constant elasticity of variance (CEV) process.

Heynen and Kat [1] first derived the closed-form solutions for pricing partial late-start and early-end barrier options under Black-Scholes assumptions [23], and their solutions were expressed in terms of the bivariate normal distribution function. Heynen and Kat [24] extended their closed-form formula to handle a discrete window barrier option where the barrier level may change deterministically and the monitoring points can be of unequal distance to each other. Armstrong [25] extended Heynen and Kat's closed-form formula [1] and derived formulae with a tripartite deterministic term-structure of interest rates, volatility, and dividend yields in terms of trivariate normal distribution functions. Carr [26] derived a riskneutral expectation formula to value partial barrier options with a constant rebate.

Most of the partial barrier models mentioned previously, with the exception of that of Heynen and Kat [24], assume that the underlying asset is continuously monitored against the partial barrier level. Nevertheless, discrete barrier options are among the most popular time-dependent options traded in markets. In addition, they are monitored discretely only at a particular time, normally, at daily closing (e.g. the capped index spread on the S\&P100 and S\&P500, and the knock-out barrier options on the All Ordinary Price Index on the Australian Stock Exchange). Although Chance [27], Kat and Verdonk [28] indicated that there exists a substantial price difference between barrier options and their otherwise identical continuous counterparts even under daily monitoring, the exact pricing formula was still not extended to discrete window barrier options with more complex features such as a varying rebate, barrier, and volatility with a discrete monitoring period.

This paper proposes the boundary integral method (BIM) [29], which is an efficient partial differential equation (PDE) approach, to price both continuous and discrete window barrier options under the Black-Scholes economy. We extend the continuous models of Heynen and Kat [1] and Armstrong [25] to include time-dependent rebates and a tripartite deterministic term structure of interest rates and volatility. In addition, the BIM can easily be further extended to the valuation of multiwindow barrier options characterized with a ladder strike prices. The discrete window barrier option of Heynen and Kat [24] is also extended to accommodate the multipartite term structure of interest rates and volatility. We also demonstrate that the proposed integral method is capable of valuating the discrete window double barrier option. Numerical examples and comparisons with Armstrong [25] confirm that the BIM will yield rapid and highly accurate numerical solutions for both discrete and continuous window barrier options. In addition, the nu-
merical examples confirm that the BIM has a convergence rate of order 4 in the case of discrete window barrier option pricing.

This paper is organized as follows: in Section 2 we present the valuation algorithm in terms of the initial value problem and boundary value problem. We also explain how to deal with discontinuities caused by the window barrier feature, and demonstrate how to recursively obtain the option price. Section 3 discusses the valuation of discrete window barrier options, and defines the pricing problem as a sequence of the initial value problem. Section 4 contains numerical results, and Section 5 concludes with a summary and some suggestions for future research.

## 2. Methodology

### 2.1. Preliminary Assumptions

Since a knock-in window barrier option plus a knock-out window barrier option will be equal to the value of an otherwise equivalent vanilla option, we will concentrate only on the knock-out window barrier option. Let $0, t_{1}, t_{2}$, and $T$ denote the option's starting date, the time to the start of the barrier, the time to the end of the barrier, and the option's maturity date, respectively, and $0 \leq t_{1}<t_{2} \leq T$. The valuation of the early-ending window barrier option can be calculated by letting $t_{1}$ approach 0 , and the valuation of the forward-start window barrier option can be recovered by letting $t_{2}$ approach $T$.

Our objective is to apply the PDE (partial differential equation) approach to the valuation of the window barrier option in Black-Scholes economy assumptions. When the underlying is assumed to follow a lognormal random walk, under no arbitrage argument, the PDE governing the window barrier option will be as follows:

$$
\begin{equation*}
\frac{1}{2} \sigma(t)^{2} S^{2} C_{S S}+[r(t)-\delta(t)] S C_{S}+C_{t}=r(t) C \tag{1}
\end{equation*}
$$

where $C$ is the option value, $S$ is the underlying asset price, $\sigma(t)$ is stock's volatility, $r(t)$ is the risk-free interest rate, $\delta(t)$ is the dividend yield, and $t$ is the time. To allow for the case of greatest generality, the stock's volatility and the risk-free interest rate may change deterministically across the barrier monitoring period. We allow for three different governing PDEs, or we may say, the Black-Scholes equation with different coefficients for time intervals $\left[0, t_{1}\right),\left[t_{1}, t_{2}\right]$, and $\left(t_{2}, T\right]$. As in Armstrong [25], we assume a simple tripartite term structure that naturally accommodates the location of the barrier, and the risk-free interest rate, dividend yield, and volatility are given by the following step functions:

$$
r(t)= \begin{cases}r_{1}, & 0 \leq t<t_{1} \\ r_{2}, & t_{1} \leq t \leq t_{2}, \\ r_{3}, & t_{2}<t \leq T\end{cases}
$$

$$
\begin{aligned}
& \delta(t)= \begin{cases}\delta_{1}, & 0 \leq t<t_{1} \\
\delta_{2}, & t_{1} \leq t \leq t_{2}, \\
\delta_{3}, & t_{2}<t \leq T\end{cases} \\
& \sigma(t)= \begin{cases}\sigma_{1}, & 0 \leq t<t_{1} \\
\sigma_{2}, & t_{1} \leq t \leq t_{2} . \\
\sigma_{3}, & t_{2}<t \leq T\end{cases}
\end{aligned}
$$

When the underlying asset price does not touch or breach the barrier level through the monitoring period, the payoff of the window barrier option at the maturity date is given as the following equation:

$$
C(S, T)=\left\{\begin{array}{cc}
0, & \text { if } S(T) \leq K  \tag{2}\\
S-K, & \text { if } S(T)>K
\end{array}\right.
$$

where $K$ denotes the strike price.
Oppositely, if the underlying asset price triggers the barrier level throughout the monitoring period, the option will be knocked out and clients will receive an immediate rebate $R_{b}$. The payoff is as follows:

$$
\begin{equation*}
C\left(S\left(t^{*}\right), t^{*}\right)=R_{b}, \text { if } S\left(t^{*}\right) \geq B, t_{1} \leq t^{*} \leq t_{2} \tag{3}
\end{equation*}
$$

where $B$ denotes the barrier price and $R_{b}$ denotes the immediate rebate.

The Equation (1) is the governing equation and conditions (2) and (3) are the initial condition and boundary condition for the call price $C(S, t)$ respectively.

Let

$$
\mu_{i}=r_{i}-\delta_{i}-\frac{\sigma_{i}^{2}}{2}, i=1,2,3 . \mu(t)= \begin{cases}\mu_{1}, & \text { if } 0 \leq t<t_{1} \\ \mu_{2}, & \text { if } t_{1} \leq t \leq t_{2} \\ \mu_{3}, & \text { if } t_{2}<t \leq T\end{cases}
$$

Making the following variable transformations:

$$
\left\{\begin{array}{l}
\tau=T-t  \tag{4}\\
x=\ln S+\int_{0}^{\tau} \mu(T-\bar{t}) \mathrm{d} \bar{t} \text { where } R(\tau)=\int_{0}^{\tau} r(T-\bar{t}) \mathrm{d} \bar{t} \\
u(x, \tau)=\mathrm{e}^{R(\tau)} \cdot C(S, \tau)
\end{array}\right.
$$

Equation (1) can be simplified into the heat equation with a constant diffusion coefficient as follows:

$$
\begin{equation*}
\frac{\sigma(\tau)^{2}}{2} u_{x x}=u_{\tau} \tag{5}
\end{equation*}
$$

The payoff of the window barrier option at the maturity date $\tau=0$ will be transformed into:

$$
u(x, 0)=\left\{\begin{array}{cc}
0, & \text { if } x \leq \ln K  \tag{6}\\
\mathrm{e}^{x}-K, & \text { if } x>\ln K
\end{array} .\right.
$$

Since the asset price is assumed to change continuously with time, if the asset price $S(\tau)$ breaches the bar-
rier level between time interval $\left[\tau_{1}, \tau_{2}\right]$, it will first touch the barrier level. Therefore the payoff of the option can be transformed, as in Equation (7).

$$
\begin{align*}
& u(x, \tau)=R_{b} \cdot \mathrm{e}^{R(\tau)} \\
& \text { if } x=\ln B+\int_{0}^{\tau} \mu(T-\bar{t}) \mathrm{d} \bar{t} \text { and } \tau_{2} \leq \tau \leq \tau_{1} \tag{7}
\end{align*}
$$

where $\tau_{1}=T-t_{1}$ and $\tau_{2}=T-t_{2}$.

### 2.2. Boundary Integral Method

On the time interval $\left[0, \tau_{2}\right)$, there is not any boundary condition; hence the solution of the PDE is uniquely determined by the initial condition (6). The problem of finding the unique solution with $\operatorname{PDE}$ (5) and initial condition (6) is termed the initial value problem. In our notation, the integral representation of the solution will be:

$$
\begin{equation*}
u(\bar{x}, \bar{\tau})=\int_{-\infty}^{\infty} u(x, 0) G(x, 0 ; \bar{x}, \bar{\tau}) \mathrm{d} x \text { if } \bar{\tau}<\tau_{2} \tag{8}
\end{equation*}
$$

where the function $G$ is called Green's function with the infinite domain or the fundamental solution of the heat equation. It can be expressed as follows:

$$
\begin{align*}
& G(x, \tau ; \bar{x}, \bar{\tau}) \\
& =\frac{1}{\sqrt{2 \pi \sigma_{3}^{2}(\bar{\tau}-\tau)}} \exp \left[-\frac{(x-\bar{x})^{2}}{2 \sigma_{3}^{2}(\bar{\tau}-\tau)}\right] H(\bar{\tau}-\tau) \tag{9}
\end{align*}
$$

where $H(\bar{\tau}-\tau)$ is the Heaviside step function, and is defined by:

$$
H(\bar{\tau}-\tau)= \begin{cases}1, & \text { if } \bar{\tau}-\tau \geq 0  \tag{10}\\ 0, & \text { if } \bar{\tau}-\tau<0\end{cases}
$$

Equation (8) has some interesting interpretations with respect to the risk-neutral approach of Cox and Rubinstein [3]. $u(x, 0)$ and Green's function can be interpreted as the option's terminal payoff and its risk-neutral probability density function, respectively. Thus the integral representation of the solution can be interpreted as the option's expected terminal payoff, and the value of the window barrier option at time $\bar{\tau} \in\left[0, \tau_{2}\right)$ will be equal to its discounted expected value as suggested by Equation (4).

As in Black-Scholes [23], Equation (8) can be further simplified into a closed-form solution as:

$$
\begin{equation*}
C(S, t)=S \cdot N\left(d_{1}\right)-K \cdot \mathrm{e}^{-\left(r_{3}-\delta_{3}\right) \cdot(T-t)} N\left(d_{2}\right) \tag{11}
\end{equation*}
$$

where $N($.$) is the cumulative normal distribution func-$
tion. $d_{1}=\frac{\ln \frac{S}{K}+\left(r_{3}-\delta_{3}+\frac{\sigma_{3}^{2}}{2}\right)(T-t)}{\sigma_{3} \sqrt{T-t}}$ and
$d_{2}=\frac{\ln \frac{S}{K}+\left(r_{3}-\delta_{3}+\frac{\sigma_{3}^{2}}{2}\right)(T-t)}{\sigma_{3} \sqrt{T-t}}$.
However, if the transformed underlying asset price $x_{2}$ is within the range $\left(-\infty, \ln B+\int_{0}^{\tau_{2}} \mu(T-\bar{t}) \mathrm{d} \bar{t}\right)$ at $\tau_{2}$, the instant after it passes the monitoring date, i.e. $\tau_{2}$, the transformed window barrier price will still change continuously across the barrier monitoring date $\tau_{2}$. If we denote $\tau_{2}$ as the instant after $\tau_{2}$, the continuity assumption will guarantee that $u\left(x_{2}, \tau_{2}\right)$ will be equal to $u\left(x_{2}, \tau_{2}^{-}\right)$. Therefore, the initial condition for Equation (5) between $\left[\tau_{2}, \tau_{1}\right]$ will be as follows:

$$
\begin{equation*}
u\left(x_{2}, \tau_{2}\right)=u\left(x_{2}, \tau_{2}^{-}\right), \text {if } x_{2}<\ln B+\int_{0}^{\tau_{2}} \mu(T-\bar{t}) \mathrm{d} \bar{t}, \tag{12}
\end{equation*}
$$

where $u\left(x_{2}, \tau_{2}^{-}\right)=\int_{-\infty}^{\infty} u(x, 0) G\left(x, 0 ; x_{2}, \tau_{2}^{-}\right) \mathrm{d} x$.
If the underlying asset price breaches the barrier level during the period, the window barrier option will be knocked out, and clients will receive an immediate rebate $R_{b}$. The continuity property will guarantee that the asset price first touches the barrier level before it breaches the barrier level. Thus, the boundary condition for Equation (5) between $\left[\tau_{2}, \tau_{1}\right]$ will be specified as in Equation (13):

$$
\begin{align*}
& u(\bar{x}, \bar{\tau})=R_{b} \cdot \mathrm{e}^{\int_{0}^{\bar{\tau}} r(T-\bar{t}) \mathrm{d} \bar{t}}, \\
& \text { if } \bar{x}=\ln B+\int_{0}^{\bar{\tau}} \mu(T-\bar{t}) \mathrm{d} \bar{t} .  \tag{13}\\
& \text { and } \bar{\tau} \in\left[\tau_{2}, \tau_{1}\right]
\end{align*}
$$

There exists only one solution that satisfies the PDE (5) and is subject to the initial condition (12) and the boundary condition (13). The integral representation of a solution for the heat equation at $\tau=\bar{\tau}$ is as follows:

If $\bar{\tau} \in\left[\tau_{2}, \tau_{1}\right]$, and $\bar{x}<b(\bar{\tau})$, then

$$
\begin{align*}
u(\bar{x}, \bar{\tau})= & \int_{-\infty}^{b_{0}} u\left(x_{2}, \tau_{2}\right) G\left(x_{2}, \tau_{2} ; \bar{x}, \bar{\tau}\right) \mathrm{d} x_{2} \\
& -\frac{\sigma^{2}}{2} \int_{\tau_{2}}^{\tau_{1}} u(b(\tau), \tau) G_{x}(b(\tau), \tau ; \bar{x}, \bar{\tau}) \mathrm{d} \tau \tag{14}
\end{align*}
$$

where $b(\tau)=\ln B+\int_{0}^{\tau} \mu(T-\bar{t}) \mathrm{d} \bar{t}$ and
$b_{0}=\ln B+\int_{0}^{\tau_{2}} \mu(T-\bar{t}) \mathrm{d} \bar{t}$.
$G$ is the green function with the boundary $b(\tau)$.

$$
\begin{aligned}
G(x, \tau ; \bar{x}, \bar{\tau})= & \frac{H(\bar{\tau}-\tau)}{\sqrt{2 \pi \sigma_{2}^{2}(\bar{\tau}-\tau)}}\left\{\exp \left[-\frac{(x-\bar{x})^{2}}{2 \sigma_{2}^{2}(\bar{\tau}-\tau)}\right]\right. \\
& \left.-\exp \left[-\frac{\left(x-2 b_{1}+\bar{x}\right)^{2}}{2 \sigma_{2}^{2}(\bar{\tau}-\tau)}+\alpha\right]\right\}
\end{aligned}
$$

where $b_{1}$ is the transformed barrier price at $\bar{\tau}$,

$$
b_{1}=\ln B+\int_{0}^{\bar{\tau}} \mu(T-\bar{t}) \mathrm{d} \bar{t}, \alpha=\frac{2\left(r_{2}-\delta_{2}-\frac{\sigma_{2}^{2}}{2}\right)\left(b_{1}-\bar{x}\right)}{\sigma_{2}^{2}},
$$

and

$$
\begin{align*}
& G_{x}(x, \tau ; \bar{x}, \bar{\tau}) \\
& =\frac{H(\bar{\tau}-\tau)}{\sqrt{2 \pi \sigma_{2}^{2}(\bar{\tau}-\tau)}}\left\{\exp \left[-\frac{(x-\bar{x})^{2}}{2 \sigma_{2}^{2}(\bar{\tau}-\tau)}\right]\left(\frac{\bar{x}-x}{\sigma_{2}^{2}(\bar{\tau}-\tau)}\right)\right. \\
& +\exp \left[-\frac{\left(x-2 b_{1}+\bar{x}\right)^{2}}{2 \sigma_{2}^{2}(\bar{\tau}-\tau)}+\frac{2\left(r_{2}-\delta_{2}-\frac{\sigma_{2}^{2}}{2}\right)\left(b_{1}-\bar{x}\right)}{\sigma_{2}^{2}}\right] . \\
&  \tag{15}\\
& \left.\times\left(\frac{x-2 b_{1}+\bar{x}}{\sigma_{2}^{2}(\bar{\tau}-\tau)}\right)\right\}
\end{align*}
$$

The functions $G($.$) and G_{x}($.$) in Equation (14) can be$ interpreted as the transition probability density function and the hitting probability density function of the transformed underlying asset price, respectively. The first term in Equation (14) is the expected payoff when the barrier is never breached throughout the monitoring interval $\left[\tau_{2}, \tau_{1}\right]$, and the second term is the expected payoff when the underlying asset price breaches the barrier in the time interval $\left[\tau_{2}, \tau_{1}\right]$. Once again the solution can be interpreted as the expected payoff in a risk-neutral environment.

Finally, we will discuss how to cope with parameter discontinuities and obtain the ultimate solution $u\left(x_{0}, \tau_{0}\right)$. Let $\tau_{1}^{-}$denote the instant after $\tau_{1}$; the parameter discontinuity happening between time to maturity $\tau_{1}^{-}$and $\tau_{1}$ can be overcome with the same logic as in Equation (12). That is, when $\tau_{1}$ approaches $\tau_{1}^{-}$, $u\left(x_{1}, \tau_{1}\right)$ will be equal to $u\left(x_{1}, \tau_{1}^{-}\right)$. The solution problem once again is an initial value problem analogous to the first period valuation from $\tau=0$ to $\tau=\tau_{2}^{-}$. Therefore the initial condition for differential Equation (5) between time interval $\left(\tau_{1}, \tau_{0}\right]$ has to be $u\left(x_{1}, \tau_{1}\right)$, and the integral representation of the closed-form approximate solution for $\bar{\tau} \in\left(\tau_{1}, \tau_{0}\right]$ is as follows:

$$
\begin{equation*}
u(\bar{x}, \bar{\tau})=\int_{-\infty}^{\infty} u\left(x_{1}, \tau_{1}\right) G\left(x_{1}, \tau_{1} ; \bar{x}, \bar{\tau}\right) \mathrm{d} x_{1}, \tag{16}
\end{equation*}
$$

where Green's function is denoted by Equation (17),

$$
\begin{align*}
& G\left(x_{1}, \tau_{1} ; \bar{x}, \bar{\tau}\right) \\
& =\frac{1}{\sqrt{2 \pi \sigma_{1}^{2}\left(\bar{\tau}-\tau_{1}\right)}} \times \exp \left[-\frac{\left(x_{1}-\bar{x}\right)^{2}}{2 \sigma_{1}^{2}\left(\bar{\tau}-\tau_{1}\right)}\right] H\left(\bar{\tau}-\tau_{1}\right) . \tag{17}
\end{align*}
$$

Finally, the theoretical value for the window barrier option, $C\left(S_{0}, \tau_{0}\right)$, can easily be obtained by the follow-
ing inverse transformation:

$$
\begin{equation*}
C\left(S_{0}, \tau_{0}\right)=\mathrm{e}^{-\int_{0}^{\tau_{0}} r(T-\bar{t}) \mathrm{d} \bar{t}} \cdot u\left(x_{0}, \tau_{0}\right), \tag{18}
\end{equation*}
$$

where $x_{0}=\ln S_{0}+\int_{0}^{\tau_{0}} \mu(T-\bar{t}) \mathrm{d} \bar{t}$.
A key benefit of adopting the PDE approach is that it reduces the pricing problem for the window barrier option to two initial value problems and one boundary value problem, for all of which standard mathematical engineering numerical algorithms are well developed. These algorithms allow a straightforward numerical integration of highly accurate numerical values for window barrier options pricing. Since the Black-Scholes equation can be simplified into a homogenous linear equation such as the heat equation, the boundary integral method proposed in this paper will be a highly efficient algorithm to calculate window barrier options' numerical solution.

In brief, the valuation of the standard partial barrier call can be divided into a three-phase process, as demonstrated in Figure 1. In the first phase, the terminal payoff at the maturity date, $u(x, 0)$ is the initial condition for the PDE at $\tau \in\left[0, \tau_{2}\right)$. By applying the integral method, we calculate the convolution of the initial condition $u(x, 0)$ and Green's function to acquire the integral representation of numerical solution $u\left(x_{2}, \tau_{2}^{-}\right)$at $\tau=\tau_{2}^{-}$. Next, although the parameter discontinuity caused by the window barrier features will occur at $\tau_{2}$, the instant after the monitoring date $\tau_{2}$, if $x_{2} \in\left(-\infty, \ln B+\int_{0}^{\tau_{2}} \mu(T-\bar{t}) \mathrm{d} \bar{t}\right), u(x, \tau)$ has to be continuous at $\tau=\tau_{2}$. Thus the parameter discontinuity at $\tau_{2}$ can be handled accordingly, and the initial condition and the boundary condition imposing on the heat equation can be denoted as in Equations (12) and (13). Since the Green function under such boundary constraints exists and is available, the boundary integral method can be applied to acquire the unique solution for differential Equation (5) at time to maturity $\tau_{1}$. In the third phase, the discontinuity problem between $\tau_{1}^{-}$and $\tau_{1}$ can be handled in the same manner as in phase 2. Thus


Figure 1. Three-phase process on solving the pricing of the window barrier option. Note: $\tau=T-\boldsymbol{t} ; \tau_{0}=$ the option's starting date; $0=$ the option's maturity date; $\tau_{1}$ to $\tau_{2}=$ the option's monitoring period.
$u\left(x_{1}, \tau_{1}\right)$ will be the initial condition imposing on the differential equation between $\left(\tau_{1}, \tau_{0}\right]$. Hence, the problem of finding $u\left(x_{0}, \tau_{0}\right)$ will be an initial value problem again, and the integral representation of the solution can be obtained easily, as in phase 1 . The transformation of $u\left(x_{0}, \tau_{0}\right)$ by Equation (18) will ultimately obtain the numerical solution of the window barrier option $C\left(S_{0}, \tau_{0}\right)$. In Equations (8), (14) and (16), $u($.$) and G($. are very smooth functions. Thus, a simple integration scheme such as the Simpson integral will obtain exceptionally precise closed-form approximate values for both $u\left(x_{1}, \tau_{1}\right)$ and $u\left(x_{2}, \tau_{2}\right)$. Finally, a highly accurate estimation of $u\left(x_{0}, \tau_{0}\right)$ can be obtained by recursively integrating backward through time.

The boundary integral method proposed in this paper can be easily extended to a multi-window barrier option or window ladder option. It also accommodates the pricing of early-end and late-start barrier options. The extra flexibility makes the proposed method an applicable way to calculate options with more complex features. Figure 1 schematically explains the concept of a recursive algorithm. Since the parameter settings, the initial condition, and the boundary condition can be manipulated easily in a standard setting, the recursive algorithm can provide flexibility to tailor a barrier position, duration, barrier level, rebate, and strike price between monitoring periods, so as to suit investors' unique needs. It can also accommodate multi-partite term structure interest rates and volatility.

## 3. Recursive Integral Method

In practice, barrier options are frequently monitored only at specific discrete dates. The discrete feature will cause a knock-out window barrier option to be more expensive and a knock-in window barrier option to be less expensive than their respective continuous monitoring counterparts. In this section, we still assume the Black-Scholes economy, but it is not necessary to assume a flat term-structure and constant volatility. As in the pricing of a continuous window barrier option, the term-structure interest rates and volatility can be multi-partite step functions that accommodate the location of the discrete barrier. The PDE approach also allows that the discrete barrier level may change deterministically during the monitoring period, and monitoring need not necessarily take place at equal-spaced points in time. Since the multipartite term structure of interest rates and volatility can be easily handled in the standard setting, for the purpose of simplifying the notations and focusing on the main idea of the recursive integral method, we will assume constant volatility and a flat term structure in this section.

Assume the option monitoring period $\left[t_{1}, t_{2}\right]$ is partitioned into $m-1$ discrete time intervals, and the option is
subject to $m$ times of discrete monitoring. If
$M=\left\{t_{1,1}, t_{1,2}, \cdots, t_{1, m}\right\}^{*}$ denotes the set of discrete monitoring date, and $M^{*}=\left\{\tau_{1,1}, \tau_{1,2}, \cdots, \tau_{1, m}\right\}$ is for the corresponding set of time to maturity. In addition, we assume that the relations between the discrete monitoring dates are $t_{1}=t_{1,1}<t_{1,2}<t_{1,3}<\cdots<t_{1, m}=t_{2}$, $\tau_{1}=\tau_{1,1}>\tau_{1,2}>\tau_{1,3}>\cdots>\tau_{1, m}=\tau_{2}$.
$\tau_{1,1}^{-}>\tau_{1,2}^{-}>\tau_{1,3}^{-}>\cdots>\tau_{1, m}^{-}$denotes the instant after the corresponding discrete monitoring dates.

Under these assumptions, Equation (6) is still the initial condition for differential Equation (5) between $\left[0, \tau_{1, m}\right)$, and $u\left(x_{m}, \tau_{1, m}^{-}\right)$is still the unique solution that satisfies the differential Equation (5) at $\tau_{1, m}^{-}$subject to the initial condition (6). Since no monitoring is required during time interval $\left[0, \tau_{1, m}\right)$, the mathematical problem of finding the solution for difference Equation (5) at $\tau_{1, m}^{-}$will be simplified to become an initial value problem. The solution $u\left(x_{m}, \tau_{1, m}^{-}\right)$that satisfies the partial differential Equation (5) subject to initial condition (6) will be as follows:

$$
\begin{equation*}
u\left(x_{m}, \tau_{1, m}^{-}\right)=\int_{-\infty}^{\infty} u(x, 0) G\left(x, 0 ; x_{m}, \tau_{1, m}^{-}\right) \mathrm{d} x . \tag{19}
\end{equation*}
$$

The discrete monitoring feature will introduce $m$ discontinuities into solutions at discrete monitoring dates $M^{*}$. Following the same logic as discussed in the section on pricing a continuous window barrier option, the instant after the discrete monitoring date $\tau_{1, m}$ if
$x_{m} \in\left(-\infty, \ln B+\left(r-\delta-\frac{\sigma^{2}}{2}\right) \tau_{1, m}\right)$, the value of the window barrier option will change continuously across the discrete monitoring date $\tau_{1, m}$, thus $u\left(x_{m}, \tau_{1, m}\right)$ will be equal to $u\left(x_{m}, \tau_{1, m}^{-}\right)$. Otherwise, it will be equal to $R_{b} \cdot \mathrm{e}^{r \tau_{1, m}}$ according to the pre-specified contract rebate specification. Thus the solution $u\left(x_{m}, \tau_{1, m}\right)$ can be defined as follows:

$$
\begin{align*}
& u\left(x_{m}, \tau_{1, m}\right) \\
& =\left\{\begin{array}{l}
R_{b} \cdot \mathrm{e}^{r \tau_{1, m}}, \text { if } x_{m} \geq \ln B+\left(r-\delta-\frac{\sigma^{2}}{2}\right) \tau_{1, m} . \\
u\left(x_{m}, \tau_{1, m}^{-}\right), \text {if } x_{m}<\ln B+\left(r-\delta-\frac{\sigma^{2}}{2}\right) \tau_{1, m}
\end{array}\right. \tag{20}
\end{align*}
$$

Equation (20) will be the initial condition for Equation (5) between $\left[\tau_{1, m}, \tau_{1, m-1}\right)$, and the unique solution for equation (5) at $\tau_{1, m-1}^{-}$is given by Equation (21).

$$
\begin{align*}
& u\left(x_{m-1}, \tau_{1, m-1}^{-}\right) \\
& =\int_{-\infty}^{\infty} u\left(x_{m}, \tau_{1, m}\right) G\left(x_{m}, \tau_{1, m} ; x_{m-1}, \tau_{1, m-1}^{-}\right) \mathrm{d} x_{m} \tag{21}
\end{align*}
$$

By applying the same argument, the integral representations of solutions for differential Equation (5) at $\tau_{1, m-i}$, $u\left(x_{m-i}, \tau_{1, m-i}\right), i=2,3, \cdots, m-1$, are given by the recur-
sive integral method as follows:

$$
\begin{align*}
& u\left(x_{m-i}, \tau_{1, m-i}^{-}\right) \\
& =\int_{-\infty}^{\infty} u\left(x_{m-i+1}, \tau_{1, m-i+1}\right)  \tag{22}\\
& \quad \times G\left(x_{m-i+1}, \tau_{1, m-i+1} ; x_{m-i}, \tau_{1, m-i}^{-}\right) \mathrm{d} x_{m-i+1}
\end{align*}
$$

for $2 \leq i \leq m-1$.

$$
\begin{align*}
& u\left(x_{m-i}, \tau_{1, m-i}\right) \\
& =\left\{\begin{array}{l}
R_{b} \cdot \mathrm{e}^{r \tau_{1, m-i}}, \quad \text { if } x_{m-i} \geq \ln B+\left(r-\delta-\frac{\sigma^{2}}{2}\right) \tau_{1, m-i} \\
u\left(x_{m-i}, \tau_{1, m-i}^{-}\right), \text {if } x_{m-i}<\ln B+\left(r-\delta-\frac{\sigma^{2}}{2}\right) \tau_{1, m-i},
\end{array}\right. \tag{23}
\end{align*}
$$

for $2 \leq i \leq m-1$.
Finally, $u\left(x_{1}, \tau_{1,1}\right)$ will be equal to $u\left(x_{1}, \tau_{1,1}^{-}\right)$as in the continuous window barrier option case in Section 2, and $u\left(x_{0}, \tau_{0}\right)$ can be obtained by using $u\left(x_{1}, \tau_{1,1}\right)$ as the initial condition, and the unique solution for Equation (5) subject to initial condition $u\left(x_{1}, \tau_{1,1}\right)$ will be:

$$
\begin{equation*}
u\left(x_{0}, \tau_{0}\right)=\int_{-\infty}^{\infty} u\left(x_{1}, \tau_{1,1}\right) G\left(x_{1}, \tau_{1,1} ; x_{0}, \tau_{0}\right) \mathrm{d} x \tag{24}
\end{equation*}
$$

and $C\left(S_{0}, \tau_{0}\right)$ can be obtained by dividing $u\left(x_{0}, \tau_{0}\right)$ with $\mathrm{e}^{r \tau_{0}}$ as specified in Equation (4).

The valuation of the discrete window barrier option can be defined as a sequence of initial value problems. The proposed recursive integral method is quite analogous to the lattice models and finite difference algorithm. All approaches involve the initial value and work backward to find a solution one step back in time, but there are no intermediate time steps between two discrete monitoring dates for the integral approach. The key advantage of the PDE approach is that most of the standard techniques for solving the PDE in engineering mathematics can be applied to calculate the option pricing, and it can provide practitioners with a more flexible and applicable way to accommodate the complexities of OTC exotic options. Furthermore, when the composite Simpson's rule is applied to estimate the numerical solution of $u\left(x_{0}, \tau_{0}\right)$, Wang and Hsiao [30] prove that the recursive integral method will have a convergence rate of order 4. Hence, the proposed recursive integral method will easily obtain a rapid and highly accurate solution for the discrete window barrier option.

## 4. Numerical Examples

This section provides some numerical examples, and studies the performance of the BIM algorithm for different choices of parameter settings. To assess the validity of our approach, we compare our continuous window barrier option results with numerical results presented in

Armstrong [25], and the parameter settings of the discrete window barrier option is identical to numerical examples discussed in Heynen and Kat [24].

Table 1 investigates the convergence rate of the BIM under different assumptions of stock prices. All examples demonstrate that the BIM has approximately a convergence rate of order 2 . When the region of integration in the equation is partitioned into only 128 subintervals, the precision of our valuation algorithm has reached at least a 5 significant digit level in all cases. Table 2 examines the impact of the "barrier-too-close" upon the validity of our proposed algorithm. All numerical examples still demonstrate that the BIM has approximately a convergence rate of order 2, and highly precise numerical values can be easily obtained with the region of integration partitioned into only 128 subintervals. Since we do not partition the underlying asset and time into node spaces as in lattice models, there is no discretization error or approximation error. Numerical examples in Table 2 confirm that the BIM will not encounter the "barrier-to-close" problem in the pricing of window barrier options.

Table 3 compares our numerical results with Armstrong's [25] valuation formula under constant and tripartite term structure scenarios. Its parameter settings are identical to those found in Table 1 from Armstrong [25]. The BIM reveals an excellent rate of convergence in all six examples. If we round the numerical solutions to the nearest integer as in Armstrong's examples, the numerical values in 5 out of 6 examples will rapidly converge identically to Armstrong's results for only 32 subintervals in the region of integration ${ }^{1}$.

Table 4 reports prices of a discrete window down-andout call using the recursive integral method presented in this paper. The option parameters used are identical to those in Heynen and Kat [24] ${ }^{2}$. Table 4 shows that the recursive integral method has approximately a convergence rate of order 4 as proven in Wang and Shen [29], and the numerical solution will have a precision of up to $10^{-4}$ with only 64 subintervals.

To assess the impact of the discrete feature upon the pricing of window barrier option, Table 5 reports the pricing of a discrete window barrier option by using the window barrier option parameter settings as in Table 3, scenario A. Table 5 reveals that the value of discrete

[^0]Table 1. Convergence rate for the integral method at various numbers of subintervals.

| Present stock price | The number of subintervals $n$ | Window barrier option price | $C_{n}-C_{2048}$ | $\frac{C_{n}-C_{2048}}{C_{2048}}$ | Numerical order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 90 | 32 | 10.2565428465802 | 0.0009131877150 | 0.0000890425791 | * |
|  | 64 | 10.2559982690235 | 0.0003686101583 | 0.0000359422259 | 1.31 |
|  | 128 | 10.2557311344725 | 0.0001014756073 | 0.0000098946248 | 1.86 |
|  | 256 | 10.2556554153597 | 0.0000257564945 | 0.0000025114494 | 1.98 |
|  | 512 | 10.2556358428873 | 0.0000061840221 | 0.0000006029880 | 2.06 |
|  | 1024 | 10.2556308992229 | 0.0000012403577 | 0.0000001209441 | 2.32 |
|  | 2048 | 10.2556296588652 | * | * | * |
| 100 | 32 | 16.0115497786398 | 0.0076846826827 | 0.0004801766721 | * |
|  | 64 | 16.0058288049455 | 0.0019637089884 | 0.0001227021708 | 1.97 |
|  | 128 | 16.0043557610254 | 0.0004906650683 | 0.0000306591605 | 2.00 |
|  | 256 | 16.0039861955523 | 0.0001210995952 | 0.0000075668968 | 2.02 |
|  | 512 | 16.0038938987682 | 0.0000288028111 | 0.0000017997409 | 2.07 |
|  | 1024 | 16.0038708528538 | 0.0000057568967 | 0.0000003597191 | 2.32 |
|  | 2048 | 16.0038650959571 | * | * | * |
| 110 | 32 | 22.4381995365882 | 0.0229714462264 | 0.0010248142974 | * |
|  | 64 | 22.4207934087317 | 0.0055653183699 | 0.0002482829239 | 2.05 |
|  | 128 | 22.4165949781255 | 0.0013668877637 | 0.0000609803192 | 2.03 |
|  | 256 | 22.4155633772693 | 0.0003352869075 | 0.0000149579967 | 2.03 |
|  | 512 | 22.4153076428463 | 0.0000795524845 | 0.0000035490375 | 2.08 |
|  | 1024 | 22.4152439745916 | 0.0000158842298 | 0.0000007086357 | 2.32 |
|  | 2048 | 22.4152280903618 | * | * | * |
| 140 | 32 | 39.4826291726867 | 0.0563978755227 | 0.0014304658007 | * |
|  | 64 | 39.4403373542196 | 0.0141060570556 | 0.0003577835515 | 2.00 |
|  | 128 | 39.4297501516601 | 0.0035188544961 | 0.0000892516069 | 2.00 |
|  | 256 | 39.4271010344098 | 0.0008697372458 | 0.0000220598626 | 2.02 |
|  | 512 | 39.4264384239189 | 0.0002071267549 | 0.0000052535266 | 2.07 |
|  | 1024 | 39.4262727270840 | 0.0000414299200 | 0.0000010508212 | 2.32 |
|  | 2048 | 39.4262312971640 | * | * | * |
| 150 | 32 | 42.9912462670603 | 0.0463535068089 | 0.0010793718142 | * |
|  | 64 | 42.9567044706665 | 0.0118117104151 | 0.0002750434256 | 1.97 |
|  | 128 | 42.9478672498006 | 0.0029744895492 | 0.0000692629404 | 1.99 |
|  | 256 | 42.9456314245397 | 0.0007386642883 | 0.0000172002825 | 2.01 |
|  | 512 | 42.9450690808937 | 0.0001763206423 | 0.0000041057418 | 2.07 |
|  | 1024 | 42.9449280673474 | 0.0000353070960 | 0.0000008221489 | 2.32 |
|  | 2048 | 42.9448927602514 | * | * | * |
| 160 | 32 | 45.3491505467224 | 0.0321755564581 | 0.0007100111264 | * |
|  | 64 | 45.3253180492188 | 0.0083430589545 | 0.0001841044985 | 1.95 |
|  | 128 | 45.3190954374028 | 0.0021204471385 | 0.0000467914537 | 1.98 |
|  | 256 | 45.3175040444698 | 0.0005290542055 | 0.0000116745261 | 2.00 |
|  | 512 | 45.3171015715465 | 0.0001265812822 | 0.0000027932421 | 2.06 |
|  | 1024 | 45.3170003657435 | 0.0000253754792 | 0.0000005599553 | 2.32 |
|  | 2048 | 45.3169749902643 | * | * | * |

Parameters: The parameters of a standard partial barrier option are as follows: $r_{f}=0.1, \sigma=0.3, K=100, B=150, R_{\mathrm{b}}=50, \tau_{0}=1.0, \tau_{1}=0.7$ and $\tau_{2}=0.3$.

Table 2. Convergence rate for the integral method at various numbers of subintervals.

| Present stock price | The number of subintervals $n$ | Window barrier option price | $C_{n}-C_{2048}$ | $\frac{C_{n}-C_{2048}}{C_{2048}}$ | Numerical order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 149 | 16 | 42.8321690038801 | 0.1844099385704 | 0.0043240241132 | * |
|  | 32 | 42.6954178937846 | 0.0476588284749 | 0.0011174990086 | 1.95 |
|  | 64 | 42.6598811921054 | 0.0121221267957 | 0.0002842383061 | 1.98 |
|  | 128 | 42.6508088394628 | 0.0030497741531 | 0.0000715107715 | 1.99 |
|  | 256 | 42.6485160644163 | 0.0007569991066 | 0.0000177500324 | 2.01 |
|  | 512 | 42.6479397199321 | 0.0001806546224 | 0.0000042359699 | 2.07 |
|  | 1024 | 42.6477952361798 | 0.0000361708701 | 0.0000008481306 | 2.32 |
|  | 2048 | 42.6477590653097 | * | * | * |
| 149.5 | 16 | 42.9793976743453 | 0.1816102879617 | 0.0042434503990 | * |
|  | 32 | 42.8447990006204 | 0.0470116142368 | 0.0010984589884 | 1.95 |
|  | 64 | 42.8097558565109 | 0.0119684701273 | 0.0002796516095 | 1.97 |
|  | 128 | 42.8007999277803 | 0.0030125413967 | 0.0000703901202 | 1.99 |
|  | 256 | 42.7985353219861 | 0.0007479356025 | 0.0000174760344 | 2.01 |
|  | 512 | 42.7979658990689 | 0.0001785126853 | 0.0000041710728 | 2.07 |
|  | 1024 | 42.7978231304055 | 0.0000357440219 | 0.0000008351839 | 2.32 |
|  | 2048 | 42.7977873863836 | * | * | * |
| 149.8 | 16 | 43.0663151251887 | 0.1799153153781 | 0.0041951601481 | * |
|  | 32 | 42.9330178089688 | 0.0466179991582 | 0.0010870112522 | 1.95 |
|  | 64 | 42.8982745823847 | 0.0118747725741 | 0.0002768890051 | 1.97 |
|  | 128 | 42.8893896149137 | 0.0029898051031 | 0.0000697145276 | 1.99 |
|  | 256 | 42.8871422067077 | 0.0007423968971 | 0.0000173107769 | 2.01 |
|  | 512 | 42.8865770130815 | 0.0001772032709 | 0.0000041319223 | 2.07 |
|  | 1024 | 42.8864352928465 | 0.0000354830359 | 0.0000008273727 | 2.32 |
|  | 2048 | 42.8863998098106 | * | * | * |
| 149.9 | 16 | 43.0950523212732 | 0.1793479683141 | 0.0041790754927 | * |
|  | 32 | 42.9621903093433 | 0.0464859563842 | 0.0010831922040 | 1.95 |
|  | 64 | 42.9275476529300 | 0.0118432999709 | 0.0002759665756 | 1.97 |
|  | 128 | 42.9186865158027 | 0.0029821628436 | 0.0000694888477 | 1.99 |
|  | 256 | 42.9164448874881 | 0.0007405345290 | 0.0000172555604 | 2.01 |
|  | 512 | 42.9158811158664 | 0.0001767629073 | 0.0000041188397 | 2.07 |
|  | 1024 | 42.9157397482165 | 0.0000353952574 | 0.0000008247624 | 2.32 |
|  | 2048 | 42.9157043529591 | * | * | * |

Parameters: The parameters of a standard partial barrier option are as follows: $r_{f}=0.1, \sigma=0.3, K=100, B=150, R_{\mathrm{b}}=50, \tau_{0}=1.0, \tau_{1}=0.7$ and $\tau_{2}=0.3$.

Table 3. A comparison with Armstrong's approach.

|  | The number of subintervals ( $n$ ) | Scenario A | Numerical order | Scenario B | Numerical order |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 32 | 108.6382903858 | * | 80.5102109740 | * |
|  | 64 | 108.8865154214 | 2.0889 | 80.9159417360 | 2.04 |
|  | 128 | 108.9444188014 | 2.0534 | 81.0144594736 | 2.03 |
| Window | 256 | 108.9583361399 | 2.0429 | 81.0386228755 | 2.03 |
| Barrier | 512 | 108.9617435465 | 2.0834 | 81.0445994016 | 2.08 |
| Option | 1024 | 108.9625862880 | 2.3282 | 81.0460851263 | 2.33 |
|  | 2048 | 108.9627958275 | * | 81.0464554842 | * |
|  | Armstrong | 109 |  | 81 |  |

$t_{1}=90, t_{2}=180$, and $T=270$ days. The monitoring period is between $t_{1}$ and $t_{2}$.
Scenario A: $\quad r_{1}=r_{2}=r_{3}=0.06, \quad \delta_{1}=\delta_{2}=\delta_{3}=0.04, \quad \sigma_{1}=\sigma_{2}=\sigma_{3}=0.1275$
Scenario B: $r_{1}=0.07, r_{2}=0.06, r_{3}=0.05, \delta_{1}=0.03, \delta_{2}=0.04, \delta_{3}=0.05, \sigma_{1}=0.15, \sigma_{2}=0.1275, \sigma_{3}=0.1$

|  | 32 | 195.8853519274 | $*$ | 153.5984519316 | $*$ | 3.7181 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Early-End | 64 | 195.8854703116 | 2.2652 | 153.5968995833 | 3.9411 |  |
| Partial | 128 | 195.8854515945 | 3.6105 | 153.5967802317 | 3.9861 |  |
| Barrier | 256 | 195.8854500358 | 3.9178 | 153.5967724446 | 3.9992 |  |
| Option | 512 | 195.8854499324 | 3.9768 | 153.5967719529 | 4.1096 |  |
|  | 1024 | 195.8854499259 | 3.9400 | 153.5967719220 | $*$ |  |

$t_{1}=90$ and $T=270$ days. The monitoring period is between 0 and $t_{1}$.
Scenario A: $r_{1}=r_{2}=0.06, \delta_{1}=\delta_{2}=0.04, \sigma_{1}=\sigma_{2}=0.1275$
Scenario B: $r_{1}=0.06, r_{2}=0.05, \delta_{1}=0.04, \delta_{2}=0.05, \sigma_{1}=0.1275, \sigma_{2}=0.1$

|  | 32 | 51.6363405142 | $*$ | 63.2520269542 | $*$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Late-Start | 64 | 51.9047019817 | 1.5048 | 64.4765623102 | 1.6251 |  |
| Partial | 128 | 52.0160107156 | 2.0727 | 64.8425313180 | 1.4075 |  |
| Barrier | 256 | 52.0421502763 | 2.0179 | 64.9751081616 | 1.3174 |  |
| Option | 512 | 52.0486933692 | 2.0796 | 65.0289538966 | 1.3438 |  |
|  | 1024 | 52.0503182894 | 2.3321 | 65.0528046515 | 1.6498 |  |
|  | 2048 | 52.0507209626 | $*$ | 65.0639610416 | $*$ | 56 |

$t_{1}=180$ and $T=270$ days. The monitoring period is between $t_{1}$ and $T$.
Scenario A: $r_{1}=r_{2}=0.06, \delta_{1}=\delta_{2}=0.04, \sigma_{1}=\sigma_{2}=0.1275$
Scenario B: $r_{1}=0.06, r_{2}=0.05, \delta_{1}=0.04, \delta_{2}=0.05, \sigma_{1}=0.1275, \sigma_{2}=0.1$

Parameters: $S=K=5000, B=5600$, One year is 365 days.

Table 4. Valuation of discrete window barrier down-and-out call.

| Monitoring frequency | The number of subintervals ( $n$ ) | Discrete window barrier call value | $C_{2048}-C_{n}$ | Numerical Order |
| :---: | :---: | :---: | :---: | :---: |
| 10 days | 64 | 5.5351927198 | 0.0008362066 | * |
|  | 128 | 5.5359853829 | 0.0000435435 | 4.26 |
|  | 256 | 5.5360263200 | 0.0000026064 | 4.06 |
|  | 512 | 5.5360287658 | 0.0000001606 | 4.02 |
|  | 1024 | 5.5360289170 | 0.0000000094 | 4.09 |
| 5 days | 2048 | 5.5360289264 | * | * |
|  | 64 | 5.3094258080 | 0.0036313548 | * |
|  | 128 | 5.3128374555 | 0.0002197073 | 4.05 |
|  | 256 | 5.3130439672 | 0.0000131956 | 4.06 |
|  | 512 | 5.3130563491 | 0.0000008137 | 4.02 |
|  | 1024 | 5.3130571151 | 0.0000000477 | 4.09 |
|  | 2048 | 5.3130571628 | * | * |

Parameters: The parameter settings are as Heynen and Kat (1996). $S=K=100, H=95, T=0.5$ year. One year is 360 days. $r=0.05, \delta=0, \sigma=0.2$.
Table 5. Valuation of discrete window barrier up-and-out call.

| Monitoring frequency | The number of subintervals ( $n$ ) | Discrete window barrier call value | $C_{2048}-C_{n}$ | Numerical order |
| :---: | :---: | :---: | :---: | :---: |
| monthly | 64 | 134.5624857024 | 0.0004269270 | * |
|  | 128 | 134.5620855804 | 0.0000268050 | 3.99 |
|  | 256 | 134.5620604521 | 0.0000016767 | 4.00 |
|  | 512 | 134.5620588798 | 0.0000001044 | 4.01 |
| semimonthly | 1024 | 134.5620587815 | 0.0000000061 | 4.10 |
|  | 2048 | 134.5620587754 | * | * |
|  | 64 | 128.4714441840 | 0.0002086524 | * |
|  | 128 | 128.4712500740 | 0.0000145424 | 3.84 |
|  | 256 | 128.4712364622 | 0.0000009306 | 3.97 |
|  | 512 | 128.4712355899 | 0.0000000583 | 4.00 |
|  | 1024 | 128.4712355350 | 0.0000000034 | 4.10 |
|  | 2048 | 128.4712355316 | * | * |

Parameters: The main parameter settings are as per Table 3 scenario A. $S=K=5000, B=5600$, The time to maturity is $T=270$ days. One year is 365 days. $r=0.06, \delta=0.04, \sigma=0.1275$; The monthly monitoring dates are $t_{1}=90, t_{2}=120, t_{3}=150, t_{4}=180$ days. The half-monthly monitoring dates are $t_{1}=90, t_{2}=$ $105, t_{3}=120, t_{4}=135, t_{5}=150, t_{6}=165, t_{7}=180$ days.
window barrier option is significantly more than its continuous counterpart, and the difference is negatively related to the frequency of discrete monitoring.

## 5. Conclusion and Further Research

We have proposed a PDE approach, the boundary integral method, to the valuation of discrete and continuous window barrier options. Numerical examples reveal that
the BIM can rapidly obtain highly accurate closed-form approximate solutions for both types of window barrier options, and the term structure can have a significant impact on the pricing of both discrete and continuous window barrier options. The proposed algorithm can provide flexibility to tailor the barrier position, duration, cured barrier, varying rebates, monitoring frequencies, and varying strike prices to suit investors' unique needs.

The extra flexibility offered by the BIM makes it an applicable way to calculate options with more complex features. The BIM is able to easily handle the valuation of a multi-window barrier option by repeating the recursive integral procedures. In addition, it can cope with a discrete window double barrier option by changing the definition of the initial condition accordingly. The proposed PDE approach can also be extended to the Boundary Element Method to accommodate a continuous window double barrier option with cured boundaries.
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[^0]:    ${ }^{1}$ In Armstrong [25], the value of late-start partial barrier option is equal to 56 instead of 65 under scenario B. Since Armstrong did not clearly specify parameter settings for the late-start partial barrier option, we have tried different combinations of parameter settings, and found that the parameter settings we used are consistent with other examples, and should be the most likely settings. We suspect that Typing error may exist in Armstrong's examples.
    ${ }^{2}$ Since Heynen and Kat [24] only present a figure for discrete down-and-out call, we can not directly compare our numerical results. However, the option premiums inferred from the figure is highly similar to our results.

