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ABSTRACT 

This paper studies a class of continuous-time two person zero-sum stochastic differential games characterized by linear 
Itô’s differential equation with state-dependent noise and Markovian parameter jumps. Under the assumption of sto- 
chastic stabilizability, necessary and sufficient condition for the existence of the optimal control strategies is presented 
by means of a system of coupled algebraic Riccati equations via using the stochastic optimal control theory. Further-
more, the stochastic H∞ control problem for stochastic systems with Markovian jumps is discussed as an immediate 
application, and meanwhile, an illustrative example is presented. 
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1. Introduction 

The stochastic control problems governed by Itô’s dif-
ferential equation have become a popular research topic 
in past decades. Recently, stochastic H∞ control problem 
with state and control—dependent noise was considered 
[1,2]. It has attracted much attention and has been widely 
applied to various fields. Particularly, the stochastic H2/H∞ 
control with state-dependent noise has been addressed 
[3,4]. Recently, linear quadratic differential games and 
their applications have been widely investigated in many 
literatures, and examples of differential games in econom-
ics and management science can be found e.g. in [5-9]. 
These results are mainly based on the deterministic sys- 
tems. However, to the best of our knowledge, few results 
have been obtained for stochastic differential games with 
Markovian jumps. 

In this paper, the stochastic zero-sum games for linear 
quadratic systems governed by Itô’s differential equa- 
tions with state-dependent noise and Markovian jumps 
are addressed, Such class of systems has important ap- 
plications in engineering practice since they can be used 
to represent random failure processes in manufacturing 
systems, electric power systems and so on, see [10-18]. 
In particular, stability and robust stabilization for such 
perturbed systems were investigated extensively in [13, 
15,17]. A bounded real lemma for Markovian jump sto- 
chastic systems was derived in [13]. [11] studied the op- 
timal filtering problem for such systems, while [12,14,16] 
addressed the issue of linear quadratic regulator. The 

goal of this paper is to develop the differential game the- 
ory for stochastic Itô systems with Markovian jumps, a 
necessary and sufficient condition is developed for the 
existence of optimal control strategies in terms of a cou-
pled algebraic Riccati equations (AREs), which can be 
viewed as an extension of the existing results of [19]. In 
the end, stochastic H∞ control problem with Markovian 
jumps is given as our theoretical applications and an il- 
lustrative example is presented. 

For convenience, we will make use of the following 
notations in this paper: 

AT: transpose of a matrix or vector A; A−1: inverse of a 
matrix or vector A; A > 0 (A ≥ 0): positive definite (posi- 
tive semidefinite) symmetric matrix A; χA: indicator func- 
tion of a set A; : space of all ,

l
n mM

      1 , 2 , ,A A A A l
1, 2,


,i l

 with A (i) being n × m ma-
trix,   :M 

l
n

; ,n ; n : space of all n × n 
symmetric matrices; : space of all 

l l
n nM 


      1 , 2 , ,A A A A l
,i l


1, 2,

 with A(i) being n × n sym-
metric matrix,   ; 
       1 , ,A A A l2 ,A 0    means  0   0A i   
 0 l for 1, 2, ,i   ; : space of all n-dimensional 
real vectors with usual 2-norm | • |. 

n

2. Definitions and Preliminaries 

Throughout this paper, let   0
, , ,t t
F F P




  
0t

w t


 t t
r



 be a given 
filtered probability space where there exists a standard 
one dimensional Wiener process , and a right 
continuous homogeneous Markov chain with state 

0
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space . We assume that  is independ- 
ent of  and has the following transition probability: 

1, 2, , l  
  w t

  tr

 
π

1 π ,

ij

t t

ii

i j
r j r i

i j

      
 

 
,




Pr      



 (1) 

where  for  and 
i j

. Ft stands 
for the smallest σ-algebra generated by process 

π 0ij  i j πii ij  π
 w s , rs, 

0 s t  , i.e.   , 0t sF w s
m

r s 
 ;

t

n 

. 
By F  denote the space of all measure- 

able functions , which is Ft 
-measurable for every , and  

2 0,L 

 

 , :u t x  0,   
0t 

m

2

00
dE u t t r i

 


i   ,  . Obviously,  

 2 0, ; m
FL     is a Hilbert space with the inner product 

   T

0
1

, d
l

i

u v E u t v t i




 
    0t r   

Consider the following linear stochastic controlled 
system with Markovian jumps 

             d dt t t dx t A r x t B r u t t C r x t     t  (2) 

where  and  are the state and con- 
trol input, respectively. The coefficients 

  nx t    mu t 
, l

nA C M  and 

,  with A(i), B(i), C(i), l
n mB M i  , being constant 

matrices. 
It is well known that for any  

and 
    2 0, ; m

Fu t L  
 0 , nx i  

 2 0, ; n
FL  
0

, there exists a unique solution 
 of (1) with initial condition  x t

 0


x x r i, 0 . Next, we first introduce the definition 
of stochastic stabilizability which is an essential assump- 
tion in this paper. 

Definition 1. System (2) or (A, B, C) is called stochas- 
tic stabilizable (in mean-square sense), if there exists a 

feedback control      
1

t

l

r i
i

u t K i x t  


   with  

     1 , 2 , ,K K K l  being constant matrices, such that 
for any initial state   00x x , , the closed-loop 
system 

0r i

             d dt t t t dx t A r B r K r x t t C r x t     t  

is asymptotically mean-square stable, i.e. 

    0lim 0T

t
E x t x t r i


     

Now we give two lemmas which are important in our 
subsequent analysis. For system (2), by applying Itô’s 
formula to  Tx P i x , we immediately obtain the fol- 
lowing result. 

Lemma 1. Suppose       1 , 2 , , l
nP P P P l    

is given, then for system (2) with initial condition 
 0 , nx i   , we have (see Equation (3) below) 

Lemma 2 [4]. For system (2), (A, B, C) is stochastic 
stabilizable if and only if (iff) the following Lyapunov-type 
equation: 

               

     

T T
1 1

T

1

:

π 0 ,
l

ij
j

L P P i A i A i P i A i P i A i

P j C i C i i 


  

   
 (4) 

has a unique positive semidefinite solution  

      1 , 2 , l
nP P P P l   . 

3. Problem Formulation 

Fix    00, 0, nx    . Let  0,U   be the set of the 
-valued, square integrable processes adapted with the 

σ-field generated by 

k
 w t , rt, 1,2  , respectively. 

Associated with each  
     0  2, 0,U1 2 1, 0,u u U U       is a quadratic 
cost functional  1 2 0, ; ,J u u x i : 

 

         
           
    

1 2 0

T T
1 10

T T
1 1 1 2 2

T
2 2 2 0

, ; ,

2 ( )

2

( ) d

t t

t t

t

J u u x i

E x t Q r x t x t S r u t

u t R r u t x t S r u t

u t R r u t t r i


 

 

 


(5) 

where  1 0tR r  ,  2 0tR r  , ,   0tQ r   1 0tS r  , 
 2S r 0t ,  E  represents the expectation of the en- 

closed random variable,  x t  is the solution to the fol- 
lowing linear stochastic differential equation with state- 
dependent noise and Markovian parameter jumps 

             
     

1 1 2 2

0

d d

d , (0)

t t t

t

x t A r x t B r u t B r u t t

C r x t w t x x

    
 

 (6) 

In (5) and (6),  t iA r A , etc. whenever tr i . Now 
we consider the following zero-sum differential game 
problem. 

Problem 1. Given a system described by (6), find 
   * *

1 2, 0,u u U  , such that 

  

 
12

1 2

1 2 0 1 2 0

* *
1 2 0

Max Min , ; , Min Max , ; ,

, ; , ,

uu
u u

J u u x i J u u x i

J u u x i




 

 

                   

          

T T T

0
1

T T
0

T
0 0

π

2 d

t

l

t t t t t t t r j
j

t t

x t P r A r A r P r C r P r C r P j t

u t B r P r x t t r i

E x

x P i x





        
   

   


           (3) 
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or equivalently, 

    * * * *
1 2 0 1 2 0 1 2 0, ; , , ; , , ; , ,J u u x i J u u x i J u u x i   

   1 2, 0,u u U  .  

That is, there are two players for the differential game. 
Player 1 chooses control  to minimize the objective J, 
while Player 2 chooses control  to maximize J. Now 
we introduce a new type of coupled algebraic Riccati 
equations associated with the problem 1. 

*
1u

*
2u

Definition 2. The following system of algebraic equa- 
tions 

               

        

        

T

T

1

1 T

T

0,

l

ij
j

P i A i A i P i C i P i C i Q i

P i

R i i i

j P i B i S

B P i S i









  

 

 



 

  (7) 

with 

            T
1 1

1 2 T
22

( ) 0
, , ,

0 (( )

S i R i
B i B i B i S i R i .

)R iS i

   
       




 

is called a system of coupled algebraic Riccati equations 
(AREs). 

In the next section, we will give our main results of  

this paper. 

4. Main Results 

In this section, we will show that the solvability of the 
AREs (7) is sufficient and necessary for the existence of 
the optimal control strategies of problem 1. 

Theorem 1. Suppose  1 2, , ,A B B C  is stochastic sta-
bilizable, problem 1 has a pair of solutions  

    * *
1 2,u t u t  with respect to the initial  

   00, 0,x n   , where  and  are the 
following feedback strategies 

 *
1u t  *

2u t

           * *
1 1 2 2,t tu t K r x t u t K r x t   

respectively, iff the AREs (7) admits a solution 
      1 , 2 , , l

nP P P P l   . In this case 

1)             * 1 T
1 1 1 1

1

,
t

l

r i
i

u t R i B i P i S i x t 




    

            * 1 T
2 2 2 2

1

,
t

l

r i
i

u t R i B i P i S i x t 




    

2)    * * T
1 2 0 0 0, ; , , .J u u x i x P i x i    

Proof. Sufficiency: Let 
      1 , 2 , , l

nP P P P l    be a solution of the 
AREs (7). According to lemma 1, we have 

 



 
 

1 2 0

T T T
0 0 0

T T
1 1 1

1

T T
1 1 1 2 2 2

T
2 2 2

, ; ,

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2 ( ) ( ) ( ) ( ) ( ) d

t

t t t t t

l

t t t r j t
j

t t t t

t t t

J u u x i

x P i x E x t P r A r A r P r Q r

C r P r C r P j x t u t R r u t

u t B r P r S r x t u t R r u t

u t B r P r S r x t t







   

  

   

   





0 .r i

 

By a series of simple computation together with (7), the cost function  1 2 0, ; ,J u u x i  can be expressed as following 

 

   
    

1 2 0

TT * *
0 1 1 1 1 10

T* *
2 2 2 2 2 0

0

, ; ,

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) d .

( ) t

t

J u u x i

E u t u t R r u t u t

u t u t R r u t u t t r i

x P i x
    

   

  

 
Thus,  1 2 0, ; , J u u x i

 *
1u t
 0 0

 is minimized by the control 
strategies  and  with the optimal value 
being 

 *
2u t

Tx P i x . 
Necessity: Let 

                * 1 T
1 1 1 1 1t t t t tu t K r x t R r B r P r S r x t    ， 

                * 1 T
2 2 2 2 2t t t t tu t K r x t R r B r P r S r x t     

be the optimal control strategies to problem 1. Implement 
 and  in (6), then      *

1 1 tu t K r x t       *
2 2 tu t K r x t

              0d d d , 0t tx t A r x t t C r x t w t x x    

where 

              
          

1 T
1 1 1

1 T
2 2 2 2

1t t t t t

t t t t t

t tA r A r B r R r B r P r S r

B r R r B r P r S r





  

 


 

According to lemma 2 and the stochastic optimal co -
trol theory, we can easily obtain the conclusion that the 
A

n

REs (7) admit a solution  
      1 , 2 , , l

nP P P P l   . 
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So this completes the proo
 s

f of Theorem 1.  
Remark 1. It is interesting to ee the specialization of 

our results in the deterministic case (i.e.  C 0i   for 
i  ). The corresponding AREs are 

       T π
l

ij
j

A i A i P i Q i     

               
1

TT 1 T 0,

                        .

P i P j

P i B i S i R i B i P i S i

i 



  



 (8) 

which can be viewed as an extended results of [12]. 
Remark 2. From Theorem 1 we can see that the deri-

e of 
di

ay be solved by a standard numerical integration 
su

∞ Control 

olve 
irstly, 

vation of the optimal control strategies for this typ
fferential games is transformed into deriving the solu- 

tions to coupled algebraic Riccati Equations (7), this con- 
clusion be coincident with the results presented in [4], 
etc. 

Remark 3. For the coupled algebraic Riccati Equations 
(7) m

ch as LMI method [20], or iterative algorithm similar 
with the algorithm presented in [21]. 

5. Application to Stochastic H

Now, we apply the above developed theory to s
some problems related to stochastic H∞ control. F
we statement the stochastic H∞ control problem with 
Markovian jumps, then, we demonstrate the usefulness of 
the above developed theory in the study of stochastic H∞ 
control. 

Consider the following controlled system: 

           1 2d t t t  
     dt

dx t A r x t B r v t B r u   t

C r x t w t





t
 (9) 

with the cost functional 



            2 22 dT

0 tJ u E x t Q r  x t u t v t t


  (10) 

where is a right continuous Markov process
give ility space 




  0t t
r


 

n probab
 on a 

  , , ,t 0t
F F P


  

t  is a standa

2m  

n is 

and the s

2 presented

ategy  

tate 
space 2, , l  and the transition probability de- 
scribed by (1); here  

0t
w


rd one dimen- 

sional ses. In (9) and (10),   nx t   is 
the state vector,  u is the input control and 
  1mv t   is the vector of the exogenous di s. 
The following de parallel with the definition 

 in [22]. 



proces

fin

1, 

Wiener 
t

itio
sturbance

Definition 3. Given disturbance attenuation level γ > 0, 
the state feedback str

      2* * 2, 0, , m
t Ft u x r L     is said to be an H∞ 

control for system (9), if fo
u

r   00x x , 0r i   ,

i.e. when

 

ally, 
, the state trajectory of (9) with any 

in  value 

    12 0, m
Fv t L    , we have 

1)  *u t  stabilizes system (9) in  tern
 v t 0 , *u u

itial  0 , nx i    satisfies 

   T
0 0t r i   lim

t
E x t x


 

2) *uL 

  with 

  

        
 

2 0, ,

1/2
2T *

00
1

1/2
2

00
1

sup

d

d

m
Fv L

l

i t
i

l

i

E x t Q r x t u t t r i

E v t t r i





 










1

*uL

       
      

 

 


 

where  0: 0i P r i     for all i  . 
rol prGenerally speaking, the H∞ cont oblem described 

d (10) is to fi trol  such that by (9) an nd a con u  * t
 * 0uJ   for arbitrary exogenous disturbances  v t . 

As stated in [23], if we view  u t and in the sto- 
 control problem as two control strategi f 

players P1 and P2 from the viewpoint of  theory, the 
H∞ control problem can be converted into solving a sto- 
chastic game problem, while  * *,u v  is in fact the sad- 
dle point of this game, e.g. 

 v t  

game
chastic H∞ es o

    * * * *, , ,J u v J u   v J u v

According to Theorem 1 discussed in S ction 4, the 
following results can be obtained straightly: 

  with 

e

Theorem 2. For system described by (9), the stochastic 
H∞ control admits a pair of solutions  * *,u v

     *
2 tt K r x t , u      *

1 tv t K r x t , iff the follow- 
ing AREs 

             

           

T T

1 T

1

π 0 ,
l

ij
j

A i P i C i P i C i

P j P i B i R i B i P i i

 P i A i Q i





  

   
(11) 

with 

.       
2

1 2

0
( , ),

0

I
B i B i B i R i

I

 
   

 
 

      1 , 2 , , Sl
nP P P P l 

2 T

has a solution , w re he

   

   
1 1

T
2 2

t t

t t

K B r P r

K B r P r

 


 
. 



In this case, is an H∞ control fo stem (9), and 
is the corresponding worst case disturbance. 

ef

*u r sy
*v  
Illustrative example: Consider system (9) with the co- 
ficients as follows: 

 
1 1 1 0

1, 2 ,
 

 , 1 ,
1 1 1 1

A
   

      
  

 

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   
1 1 1 1

2 , 1 ,
0 1 0 2

A C
    

      
 





,


 


2
,

4

Set 

     1 1

2 1 1 1
2 , 1 , 2

1 1 1 1
C B B

   
         

 



     2 2

1 2 1
1 , 2 , 1

1 1 2
B B Q

      
       
     

 

 
4 2

2 .
2 1

Q
 

  
 

 

100  , solving (11) via using the algorithm 
proposed in [21], we have 

Therefore, the H  control is given by 
 while ;  

   
13.7815 8.4178 16.5128

1 , 2
13.7815 25.0974

P
  

    
 

 
9.5536

16.5128 44.1219
P



 

∞

     1 24.2279 11.3132u t x t x t  
   

1tr 
 0.3228 11.0963u t x t x t   wh1 2

Remark 4. Although we restrict our
 the pap ur m

ltiplicativ is

ile 
s  sing

noise stochastic systems throughout er, o
theorem still hold for multiple mu e no e case
Fo

2tr  . 
elves to le 

ain 
. 

r example, if we replace (6) with 

             

     

1 1 2 2

d

d dt t t

  0
1

d , 0k t k
k

x t A r x t B r u t B r u t t    

C r x t w t x x



(12) 

where , being independent, on
mensio esses, then Theorem 1 still holds 
with AREs (7) replaced by 

(13) 

with 



6. Conclusion 

This paper has investigated the linear quadratic zero-sum 
tial games with state-dependent noi
p parameters in infinite-time ho

rk was supported by the National Natural Sci- 
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sufficient and necessary conditions for the existence of 
the optimal control strategies have been obtained, which 
are expressed in a system of coupled algebraic Riccati 
equations. The results obtained in this paper extend the 
existing results of [19]. Throughout this paper, we only 
have focused on the zero-sum LQ differential games for 

stochastic systems, while we believe that nonzero-sum 
LQ differential games still have essential applications, 
and further studies on such kind of case should be con- 
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