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ABSTRACT 

Budgeting planning plays an important role in coordinating activities in organizations. An accurate sales volume 
forecasting is the key to the entire budgeting process. All of the other parts of the master budget are dependent on the 
sales volume forecasting in some way. If the sales volume forecasting is sloppily done, then the rest of the budgeting 
process is largely a waste of time. Therefore, the sales volume forecasting process is a critical one for most businesses, 
and also a difficult area of management. Most of researches and companies use the statistical methods, regression 
analysis, or sophisticated computer simulations to analyze the sales volume forecasting. Recently, various prediction 
Artificial Intelligent (AI) techniques have been proposed in forecasting. Support Vector Regression (SVR) has been 
applied successfully to solve problems in numerous fields and proved to be a better prediction model. However, the 
select of appropriate SVR parameters is difficult. Therefore, to improve the accuracy of SVR, a hybrid intelligent 
support system based on evolutionary computation to solve the difficulties involved with the parameters selection is 
presented in this research. Genetic Algorithms (GAs) are used to optimize free parameters of SVR. The experimental 
results indicate that GA-SVR can achieve better forecasting accuracy and performance than traditional SVR and 
artificial neural network (ANN) prediction models in sales volume forecasting. 
 
Keywords: Budgeting Planning; Sales Volume Forecasting; Artificial Intelligent; Support Vector Regression; Genetic 

Algorithms; Artificial Neural Network 

1. Introduction 

Sales forecasting is a self-assessment tool for a company. 
The managers have to keep taking the pulse of their 
company to know how healthy it is. A sales forecast re- 
ports, graphs and analyzes the pulse of the business. It 
can make the difference between just surviving and being 
highly successful in business. It is a vital cornerstone of a 
company’s budget. The future direction of the company 
may rest on the accuracy of sales forecasting [1]. 

For sales forecasting to be valuable to the business, it 
must not be treated as an isolated exercise. Rather, it must 
be integrated into all facets of the organization. Thus, all 
enterprises are working on the exploitation of prediction 
methods, which decide the success and failure of an en- 
terprise [2,3]. 

Business forecasting has consistently been a critical 
organizational capability for both strategic and tactical 
business planning [4]. Thus, how to improve the quality 
of forecasts is still an outstanding question [5]. For data 
containing trend or/and seasonal patterns, failure to 
account for these patterns may result in poor forecasts. 
Over the last few decades when dealing with the prob- 
lems of sales forecasting, traditional time series forecast- 

ing methods, such as exponential smoothing, moving 
average, Box Jenkins ARIMA, and multivariate re- 
gressions etc., have been proposed and widely used in 
practice to account for these patterns, but it always 
doesn’t work when the market fluctuates frequently and 
at random[6,7]. Therefore, Research on novel business 
forecasting techniques have evoked researchers from 
various disciplines such as computational artificial in- 
telligence. 

An artificial neural network (ANN) is a new contender 
in forecasting sophisticated trend and seasonal data. 
Artificial intelligent models have more flexibility and can 
be used to estimate the non-linear relationship, without 
the limits of traditional time series models [8]. Therefore, 
more and more researchers tend to use AI forecasting 
models to deal with forecasting problems. Artificial 
neural network (ANN) has strong parallel processing and 
fault tolerant ability. However, the practicability of ANN 
is affected due to several weaknesses, such as over-fitting, 
slow convergence velocity and relapsing into local ex- 
tremum easily [9]. 

Support Vector Machines (SVM), a more recent learn- 
ing algorithm that has been developed from statistical  
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learning theory [10,11], has a very strong mathematical 
foundation and has been shown to exhibit excellent 
performance in time series forecasting [7,12-14] and in 
classification [15,16]. SVM is a new machine learning 
method based on the statistical learning theory, which 
solves the problem of over-fitting, local optimal solution 
and low convergence rate existed in ANN and has 
excellent generalization ability in the situation of small 
sample. When SVM is used in regression, it is called 
support vector regression (SVR). However, the select of 
appropriate SVR parameters is difficult. A highly 
effective model can be built after the parameters of SVR 
are carefully determined [17]. 

Whereas GA has strong global search capability[18], 
support vector regression optimized by genetic algorithm 
(GA-SVR) is proposed to forecast the sales volume, 
among which GA is used to determine training para- 
meters of support vector regression [19,20]. The GA 
proposed by Holland [21] is derivative-free stochastic 
optimization method based on the concepts of natural 
selection and evolutionary processes. The GA also en- 
codes each point in a parameter space into a binary bit 
string called a chromosome. Major components of this 
algorithm include encoding schemes, fitness evaluation, 
parent selection, crossover, and mutation operators. GA- 
SVR has been used in many fields and proved be a very 
effective method [11,19,22], but not used in sales volume 
forecasting. Therefore, in this research, the hybrid im- 
proved intelligent models, GA-SVR, will be discussed 
for forecasting monthly sales volume of car industry and 
compared with ANN and other traditional models.  

The rest of the paper is organized as follows. Section 2 
describes the theory of support vector regression. Section 
3 presents the experiment design. The data of sales 
volume of a car manufacturer in Taiwan is used as a case 
study to test the reliability and accuracy of the proposed 
model. Section 4 contains experimental results and analy- 
sis. Finally, Section 5 concludes the paper. 

2. Theory of Support Vector Regression 

The basic concept of SVR is that nonlinearly the original 
dataset xi is mapped into a high-dimensional feature 
space. Given data set    1 1, , , ,l l x y x y  where xi is 
the input vector, yi is the associated output value of xi 
The SVR regression function is: 

   f x w x b             (1) 

where  x  denotes the non-linear mapping function, 
w is the weight vector and b is the bias term. The goal of 
SVR is to find a function  f x  that has at most ε 
deviation from the targets yi for all the training data and, 
at the same time, is as flat as possible. In SVR, 
ε-insensitive loss function is introduced to ensure the 

sparsity of support vector, which is defined as: 

  
   

,

,

0 otherwise
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where the loss equals zero if the error of forecasting 
values is less than ε, otherwise the loss equals value 
larger than ε. 

As with the classification problem, non-negative slack 
variables, i  and * , can be introduced to represent the 
distance from actual values to the corresponding boundary 
values of the ε-tube. Then, the constrained form can be 
formulated as follows: 
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2 i iw C              (3) 
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where C denoted a cost function measuring the empirical 
risk. 

Finally, the constrained optimization problem is solved 
using the following Lagrange form: 

Max 
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Subject to 

   * *

1

0 , 0,
l
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i
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

    

where i and *
i are Lagrange multipliers. 

     ,i j i jK x x x  x  is a so-called kernel function. 
By using a kernel function, it is possible to compute the 
SVR without explicitly mapping in the feature space. The 
condition for choosing kernel functions should conform 
to Mercer’s condition, which allows the kernel sub- 
stitutions to represent do products in some Hilbert space. 
SVM constructed by Gaussian radial basis function (RBF) 

   2, e p 2K x x x 

ix

x i j i j  has excellent nonlin- 
ear forecasting performance. Thus, in this work, RBF is 
used in the SVR. 

x

Equation (1) can now be rewritten as follows: 

 *

1

l

i i
i

w  


  , and therefore 

     * ,  + i i i jf x K x x   b       (5) 
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The training parameters C, σ and ε greatly affect the 
forecasting performance of SVR. However, the appro- 
priate select of these SVR parameters is very difficult. In 
this research, GA is used to optimize the training para- 
meters. GA has strong global search capability, which 
can get optimal solution in short time [20]. So GA is 
used to search for better combinations of the parameters 
in SVR. After a series of iterative computations, GA can 
obtain the optimal solution. The methods and process of 
optimizing the SVR parameters with genetic algorithm is 
described as follows: 

2.1. Initial Value of SVR Parameters 

In our proposed novel GA-SVR model, the training 
parameters C, σ and ε of SVR are dynamically optimized 
by implementing the evolutionary process with a randomly 
generated initial population of chromosomes, and the 
SVR model then performs the prediction task using these 
optimal values. Our approach simultaneously determines 
the appropriate type of kernel function and optimal 
kernel parameter values for optimizing the SVR model. 
The process of optimizing the SVR parameters with 
genetic algorithm is shown in Figure 1. 

 

 

Figure 1. The process of SVR parameters optimized by 
genetic algorithm. 

2.2. Genetic Operations 

Generally, genetic algorithm uses selection, crossover and 
mutation operation to generate the offspring of the 
existing population as described as follows:  

“Selection” operator: Selection is performed to select 
excellent chromosomes to reproduce. Based on fitness 
function, chromosomes with higher fitness values are 
more likely to yield offspring in the next generation by 
means of the roulette wheel or tournament method to 
decide whether or not a chromosome can survive into the 
next generation. The chromosomes that survive into the 
next generation are then placed in a mating pool for the 
crossover and mutation operations. Once a pair of 
chromosomes has been selected for crossover, one or 
more randomly selected positions are assigned into the 
to-be-crossed chromosomes. The newly-crossed chro- 
mosomes then combine with the rest of the chromosomes 
to generate a new population. Suppose there are m 
individuals, we select [m/2] individuals but erase the 
others, the ones we selected are “more fitness” that 
means their profits are greater. 

“Crossover” operator: Crossover is performed ran- 
domly to exchange genes between two chromosomes. 
Suppose  1 11 12 1, , , nS s s s  , , 
are two chromosomes, select a random integer number 0 

 2 21 22 2, , , nS s s s 

  r   n, S3, S4 are offspring of crossover (S1, S2),  

 3 1if , , elsei i iS s i r s S s S ≦ 2 , 

 4 2if , , elsei i iS s i r s S s S ≦ 1 . 

“Mutation” operator: The mutation operation fol- 
lows the crossover to determine whether or not a chro- 
mosome should mutate to the next generation. Suppose a 
chromosome S1 = {s11, s12, ···, s1n}, select a random 
integer number 0   r   n, S3 is a mutation of S1, S3 = 
{si | if i   r, then si = s1i, else si = random (s1i)}.  

Offspring replaces the old population and forms a new 
population in the next generation by the three operations, 
the evolutionary process proceeds until stop conditions 
are satisfied. 

2.3. Calculation of the Fitness Value 

A fitness function assessing the performance for each 
chromosome must be designed before searching for the 
optimal values of the SVR parameters. Several mea- 
surement indicators have been proposed and employed to 
evaluate the prediction accuracy of models such as 
MAPE and RMSE in time-series prediction problems. To 
compare the results achieved by the present model, this 
research adopts Mean Absolute Percentage Error (MAPE) 
to evaluate the performance. 
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data (forecasted monthly sales volume) from 2004. Then 
the data from the year 2004 were entered as testing data 
in order to forecast the monthly sales volume from 2005. 
For later years the data from all the previous years were 
used in the training phase. In a subsequent cross-section 
analysis the mean absolute percentage error (MAPE) is 
used to evaluate the forecasting accuracy. 

 
1MAPE = 

n

t t t
t

A F A

n



         (6) 

where At is the actual values for period t, Ft the expected 
value for period t and n is the number of training samples. 
The smaller the values of MAPE, the better the fore- 
casting models will be. The smaller values mean that the 
calculating results are closer to the historic actual data. 4. Experimental Results and Analysis 

3. Experiment Design After using the above-mentioned data and implementing 
the computational procedure, the monthly prediction 
results of forecasting models for trucks based on 
previous monthly sales volume and other factors during 
2003-2009 are summarized in Table 1 and Figures 2-6, 
respectively. Accordingly, Table 2 and Figure 7 report 
the MAPE results. All experimental results indicate that 
GA-SVR has more excellent performance than other 
models in forecasting monthly sales volume. 

In this research, the monthly sales volume of trucks and 
small cars of a car manufacturer in Taiwan, and other 
input variables, such as stock index, jobless rate, GDP 
per person, CPI, CCI, US dollars, Yen, Euro, and average 
gasoline price, were collected during the period from 
2003~2009. 

For comparison purpose, several commonly used fore- 
casting models, such as Least-Mean Square Algorithm 
(LMS), Artificial Neural Networks (ANNs), and Support 
Vector Regression (SVR), are also applied.  

Considering the adaptability of GA-SVR, we also use 
four models above to predict the small car data set. As 
shown in Table 3 and Figure 8, the experimental results 
indicate that GA-SVR model can achieve better fore- 
casting accuracy and performance than other models. 

In the experiments, the models are trained using train- 
ing data, and are applied to testing data. Thus, the models 
are trained with input data from the year 2003 and output  

 
Table 1. Comparison of the prediction results for trucks from each model for 12 months from 2005-2009. 

Years  Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

ACTUAL 5597 1226 2951 2196 1927 2262 2564 1701 2019 1502 1520 1175 

LMS 4164 2187 2137 1102 1661 799 −853 −523 −534 −2539 −2987 −4361

BPN 3380 1205 1144 942 1304 1219 1053 974 1064 1846 2287 864 

SVR 7703 2128 3843 2735 2111 2946 4537 3270 3492 3179 3413 3649 

2005 

GA-SVR 2117 1895 1783 1480 1830 1943 1831 1562 1529 1417 1437 1169 

ACTUAL 4447 1339 1470 1606 1462 1078 911 721 719 764 852 408 

LMS 4588 2468 2839 3375 3779 2940 2270 1601 2415 2882 3582 3672 

BPN 4698 3390 3242 4707 4855 2683 2110 1595 4319 4105 3887 2527 

SVR 4734 2030 2496 2409 2168 1566 1397 940 1928 2224 2465 1885 

2006 

GA-SVR 2379 1178 1611 1288 1062 1118 1005 883 932 866 1002 944 

ACTUAL 2758 1049 1102 754 592 601 724 498 626 944 726 1503 

LMS 1523 1317 603 734 1315 2499 2721 1793 1744 2557 743 80 

BPN 2501 528 486 626 381 390 355 731 1196 1760 1651 1185 

SVR 3747 1364 1205 888 1010 1218 772 637 676 1644 1899 3962 

2007 

GA-SVR 1212 1065 951 896 896 823 772 633 672 606 548 527 

ACTUAL 626 219 633 495 386 388 268 105 277 835 401 187 

LMS 727 530 1002 1297 610 479 −59 −177 −692 −615 −1767 −3180

BPN 1675 636 686 584 529 548 857 882 1582 1649 2081 2615 

SVR 1506 1298 1746 1591 1409 1077 702 318 353 1016 539 234 

2008 

GA-SVR 785 397 444 404 341 127 115 106 209 546 548 371 

ACTUAL 664 414 403 512 503 702 848 749 676 1172 1128 1326 

LMS −278 −486 −382 −386 −503 −432 249 29 111 1202 1204 1216 

BPN 405 380 374 382 358 351 71 71 72 154 317 253 

SVR 1478 1207 1203 1376 1407 1843 1804 1664 1448 2019 1896 2169 

2009 

GA-SVR 401 401 551 551 551 551 523 530 526 600 723 945 
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Figure 2. The 2005 monthly prediction results for trucks based on 2004 testing data. 
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Figure 3. The 2006 monthly prediction results for trucks based on 2005 testing data. 
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Figure 4. The 2007 monthly prediction results for trucks based on 2006 testing data. 
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Figure 5. The 2008 monthly prediction results for trucks based on 2007 testing data. 
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Figure 6. The 2009 monthly prediction results for trucks based on 2008 testing data. 
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Table 2. Comparison of the MAPE results for trucks. 

       Algorithm 
Year LMS BPN SVR GA-SVR 

2005 140.58% 40.58% 74.55% 23.40% 

2006 210.55% 243.32% 105.48% 28.64% 

2007 128.21% 52.20% 59.00% 28.75% 

2008 309.58% 309.09% 214.04% 40.59% 

2009 113.25% 55.80% 131.38% 26.76% 

Average 180.44% 140.20% 116.89% 29.63% 
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Figure 7. Comparison of the MAPE results for trucks. 
 

Table 3. Comparison of the MAPE results for small cars. 

       Algorithm 
Year LMS BPN SVR GA-SVR 

2005 51.16% 34.70% 33.40% 36.01% 

2006 223.81% 190.24% 67.48% 20.08% 

2007 48.45% 29.84% 51.22% 18.08% 

2008 266.97% 276.61% 129.50% 46.03% 

2009 83.90% 48.66% 152.59% 30.20% 

Average 134.86% 116.01% 86.84% 30.08% 
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Figure 8. Comparison of the MAPE results for small cars. 
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5. Conclusion 

The sales forecasting process is a critical one for most 
business. GA-SVR is applied to forecast the car sales 
volume in this study. In GA-SVR model, GA is used to 
select optimal parameters of SVR, among which the 
MAPE method is determined to evaluate fitness. The 
monthly sales volume of a car manufacturer in Taiwan 
from 2003 to 2009 is used as our research data. The 
experimental results show that GA-SVR can achieve a 
greater forecasting accuracy than artificial neural net- 
work and other traditional models. Even the WTO impact 
to Taiwan car industry in 2006 and the unexpected finan- 
cial tsunami in 2008, GA-SVR forecasting capability still 
outperforms than other methods. 
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