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ABSTRACT 

We study approximate solutions of a nonlinear integral equation of Hammerstein type. We describe the principle of 
discrete Adomian decomposition method (DADM). DADM is considered in the case we evaluate numerical integration 
by using Chebyshev roots. This technique gives an accurate solutions as will shown by illustrate examples. 
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1. Introduction 

Nonlinear integral equations appears very often in many 
applications. For example, it occurs in solving several 
problems arising in economics, engineering, and physics. 
One of the most important frequently investigated non- 
linear integral equations is the Hammerstein integral 
equation (cf. [1-5]). 

In this paper we study the problem of approximate 
solutions for the nonlinear integral equations of Ham- 
merstein type, namely  

    = ,
b

a
   d ,

0; .

x t y t k t   s u x s s

a t b   

n

     (1) 

Adomian decomposition method (ADM) for solving 
integral equations has been presented by G. Adomian 
[6,7]. In [8,9], Wazwaz extended ADM to solve Volterra 
integral equations and boundary value problems for 
higher-order integro-differential equations. Numerous 
works have been focusing on the development of more 
advanced and efficient methods for nonlinear integral 
equations such as implicitly collocations methods [10], 
product integration method [11] and Adomian decom- 
position method [9,12]. There are significant interest in 
applying Adomian decomposition method (ADM) for a 
wide class of nonlinear equations. For example, ordinary 
and partial differential equations, integral equations and 
integro-differential equations, see [13-16] and references 
therein. 

In [17], Behiry et al. introduced a discrete version of 
the Adomian decomposition method and applied it to 

Equation (1). This method is called a discrete Adomian 
decomposition method (DADM). DADM arises when the 
quadrature rules are used to approximate the definite 
integrals which can not be computed analytically. The 
DADM gives the numerical solution at nodes used in the 
quadrature rules. 

It is worthwhile mention that Behiry and other [17] 
applied Simpson rule with  subinterval and step size  

=
b a

h
n


. It is occasionally useful, both theoretically  

and practically, to have interpolatory formulas on sets of 
abscissas other than the equidistant set. A common 
choice is the set of zeros of an orthogonal polynomial. 
By using the fact that the Chebyshev polynomials are one 
of the best orthogonal polynomials that have important 
role particularly in numerical analysis, we choose the 
nodes of the quadrature rule to be the zeros of Chebyshev 
polynomials in order to minimize the discretization error.  

2. Chebyshev Polynomials 

It is worth mentioning that, Chebyshev polynomials are 
everywhere dense in numerical analysis [18].  

Definition 2.1. The Chebyshev polynomial T xn  of 
the first kind is a polynomial in x  of degree n , defined 
by the following relation  

  = cos when = cosnT x n x .          (2) 

 x  in 1,1  of From Formula (2), the zeros for 
  in   nT x  must correspond to the zeros for 0,π

cos n
 of 

 , so that  
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, , requires the computation of an integral in 
Equation (9). If the evaluation of integral in (9) is ana- 
lytically impossible, the ADM can not be applied. So the 
quadrature rules are used to approximate the definite 
integrals. Now, we consider a numerical integration 
scheme given by the formula  

  π= 2 1 ,
2

n j  = 1, 2, 3, , .j n

 nT x

 

Hence, the zeros of  are  

 2 1 π
= cos , = 1, 2, 3, ,

2j

j
.j n

n




 nT x

n

      (3) x

The internal extrema of  correspond to the 

extreme values of cos  , namely the zeros of sin n , 

since  d sin

in

n
T x =

d snx




. Hence, including those at  

= 1x  , the extrema of  on nT x 1,1  are  

πj
= cos , = 1, 2, 3, , .jx j n

n
          (4) 

3. DADM with New Nodes 

The Adomian decomposition method (ADM) is now 
known as an efficient and accurate tool for deriving 
analytical solutions without linearization or perturbation 
for large classes of linear and nonlinear operator equa- 
tions in different fields of applied mathematics, engineer- 
ing and physics. 

By applying ADM, the solution x  of Equation (1) is 
given by the following series form  

   
=0

= ,r
r

x t x t



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               (5) 

where the components rx t 0r , , can be computed 
later on. We represent the nonlinear term   u x t  by 
the Adomian polynomials,  rA t , as follows:  
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where A t  can be evaluated by the following formula, 
[7],  
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By substituting from (5) and (6) into (1), we obtain  
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=0 =0
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a
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Now, we can compute the components rx t 0r , , 
by using the following recursive relations [19]  

   

   

 1

0

1
= ,

= .

b

r r
a

x t k t s

y t
x t














 d , 0,A s s r 
     (9) 

It is noticed that the computation of each component 

         (10) 

where  s  is a continuous function on g ,a b

, =n jS a jh
,  

 are the nodes of the quadrature rule,  

=
b a

h
n


 and , , are the weight  ,n jw = 0, 1, 2, ,j n

 

functions. From (9) and (10), we obtain  
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By collocating transformed Equation (11) at   
points i , , which are the same points of 
quadrature rule, we get  

t = 0, 1, 2, ,i n

     , 1 , , ,
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1
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The approximate solution of Equation (1) by using 
DADM can be obtained by summing the approximate 
values to the components x t 0r 

, 0, 1, 2, 3, ,j n . In 
, , represented by 

Equation (12) at nodes ,n jS = [17], 
Behiry et al. applied Simpson rule with number of sub-  

interval n  and step size 
b a

pson’s rule is given  
n

, Sim

rm
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Approximating the definite integral in Equation (9) by 
applying formula (13) to get  
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Then, discrete the independent variable at the nodes 
us

sion of the 
in

ed for the quadrature rule in Equation (14). 
Quadrature rules that are based on an expan
tegrand in terms of Chebyshev polynomials employ a 
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change of variables and use a discrete cosine transform 
approximation for the cosine series which have fast con- 
verging accuracy comparable to another quadrature rules. 
A cosine series converges very rapidly for functions that 
are even, periodic, and sufficiently smooth. This is true 
when we used Chebyshev polynomial to approximate the 
integrand function, since  cosf   is even and periodic 
in   and is r -times differentiable. In order to use 
num rical integ tion method with orthogonal polyno- 
mial as Chebyshev, we transform the interval 

e ra
,a b  into 

the interval  1,1  by using the transformation  

 = .b a t a b      

Applying this formula to Equation (9), we get  

1
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    
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(15) 

Then we approximate the definite integral in Equ
(1

4. Illustrative Examples 

ethods to some integral 

gral equation  

ation 
5) by any quadrature rule using the zeros of Chebyshev 

polynomials form Equation (9) we can improve the 
accuracy of DADM as we show in the following exam- 
ples.  

In this section we apply our m
equations of Hammerstein type. These examples show 
the efficient and accuracy of our method.  

Example 4.1. Consider the nonlinear inte

 

    14 4

0

1
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= 10 1 exp exp d .

4
t e t s t x s s   

(16) 
0x t

Here, = 10 ,      41 expe t  ,  

ex      3
=t x s . Equation 

 an

1
= 10

4
y t t

 , =  4 4p s t  and u x
act solu

r t s
(16) has  ex tion  e =x t t , [20]. 

Let      0 1 e
40

 4= = xp
y t 1

x t t t e


. 

DADM with Simpson’s rule, the effect of n  
in

bsol
 in Ta

ion  

 sin d .s

By using 
 absolute error at = 5m  is shown in Table 1 while the 

effect of n  in a e error at = 5m  by using 
DADM with Chebyshev nodes is shown ble 2. 

Example 4.2. Consider the nonlinear integral equat

ut

     20 = 20 cos cos 1

  1

0
exp

x t t e t t

x s t e s
      (17) 

   

 
Here, = 20 ,      cos 1= 20 cosy t t e t t    ,  

  sin, = sr t   and  t s e     = expu x t x s . Equation 
(17) has an exact so   =exlution t t , [20]. 

Let        1 1
cos cos 1

20 200 = =
y t

x t t te t


   . 

sing DADM with Simpson’s rule, the effect o n  
in

bsolut
 in Ta

sing 

 



By u f 
 absolute error at = 5m  is shown in Table 3 while the 

effect of n  in a e error at = 5m  by using 
DADM with Chebyshev nodes is shown ble 4. 
 

able 1. The effect of n in absolute error at m = 5 by uT
DADM with Simpson’s rule. 

5e t  

t  = 2n  = 4n  

0.00  21.7806   32.1462000 10 10  

0.25000  32.1546 10 

0.50000 21.8955 10  32.2846 10

 

  

0.75000  32.9450 10

 

 

1.00000 34.840 10  35.8340 10

 

 3   

 
able 2. Th fect of n in absolute error at m = 5 by using T e ef

DADM with Chebyshev nodes. 

 5e t  

t  = 2n  t  = 4n  

0.14  34.2648645 10  0.06  45.6176699 10  

  0.25000 45.6395 10 

0.50000  34.537 10

 

8  0.50000 45.9798 10  

  0.75000 47.7082 10

 

 

0.85355  33.248 10

 

1  0.09330 31.1985 10    

 
able 3. The effect of n in olute error at m = 5 by using 

 

T abs
DADM with Simpson’s rule. 

5e t  

t  = 2n  = 4n  

0.00  31.4639   51.6361000 10 10  

0.25000  54.3978 10 

0.50000 47.571 10  56.8861 10

 

 0 

0.75000  58.9462 10

 

 

1.00000 41.3504 10  41.0450 10

 

    

 
able 4. Th  effect of n in absolute error at m = 5 by using T e

DADM with Chebyshev nodes. 

 5e t  

t  = 2n  t  = 4n  

0.14  43.2670645 10  0.06  67.6965699 10  

  0.25000 69.4204 10 

0.50000  41.8484 10

 

 0.50000 51.1257 10  

  0.75000 51.2394 10

 

 

0.85355  52.0074 10

 
  0.09330  51.2740 10  
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5. Conclusion 

We have solved the nonlinear integral equation of Ham-
merstein type by using DADM and the zeros of Che-

l. The properties of Chebyshev roots 

C. Chen, “How to Solve Hammerstein 
Equations,” Journal of Integral Equations and Applica-
tions, Vol. 18, 6. 
doi:10.1216/ji

 
 

byshev polynomia
are used to rise the accuracy of the DADM. Our 
examples demonstrate the validity of the proposed me- 
thod. The method can be extended and applied to the 
system of nonlinear integral equations and nonlinear 
integral equations of Volterra type, but some modifica- 
tions are required. 
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