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ABSTRACT 

Cigarette market is a kind of monopoly market which is closed loop running, it depends on the plan mechanism to 
schedule producing, supplying and selling, but the “bullwhip effect” still exists. So it has a fundamental significance to 
do sales forecasting work. It needs to considerate the double trend characteristics, history sales data and other main fac- 
tors that affect cigarette sales. This paper depends on the panel data of A province’s cigarette sales; first we established 
three single forecasting models, after getting the predicted value of these single models, then using the combination 
forecasting method which based on PLS to predict the province’s cigarette sales of the next year. The results show that 
the prediction accuracy is good, which could provide a certain reference to cigarette sales forecasting in A province. 
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1. Introduction 

China has the world’s largest cigarette production and 
consumer, the contribution of tobacco excise tax and 
other taxes have been living in the forefront of the Indus- 
try over the years, it plays an important role on the na- 
tional’s economic development and the structure stability 
of tax revenue. At the same time, this industry is pro- 
tected by the Tobacco Monopoly Law, during a long- 
term it is in a monopoly business state, closed and plan- 
ning is the main operational features of it. As a monopoly 
market, scientific prediction of cigarette sales can elimi- 
nate the “bullwhip effect” in the tobacco supply chain 
effectively, particularly, it’s important in the background 
of enterprises separation of industrial and commercial in 
China’s tobacco industry. Sales forecasting is the pre- 
mise of the enterprise’s budget management, it is also a 
benchmark of the performance plan, and the prediction 
accuracy greatly affect the scientific nature of the deci- 
sion-making behavior. Therefore, in recent years, many 
scholars have researched the predicting method of ciga- 
rette sales, such as multiple linear regression method, 
ARMA prediction method, time series forecasting me- 
thod, extension clustering method, artificial neural net-
works, gray model [1], these methods mine the essence 

of sales forecasting in different aspects, however, due to 
the limitations of a single method, and the data process-
ing accuracy is not high enough, it is necessary to pro-
pose a new prediction method, in order to further im- 
prove the accuracy of sales prediction.   

Based on the above discussion, this paper considers 
the characteristics of double trend (long-term trend fac- 
tors and seasonal factors for cigarette sales), history sales 
data and other main factors that affect cigarette sales. 
Then depends on A province’s cigarette sales panel data, 
first we established three single forecasting models 
(ARMA model, Holter-Winter season product model, 
time series decomposition model), after getting the pre- 
dicted value of these single models, then using the com- 
bination forecasting method which based on PLS to pre- 
dict the province’s cigarette sales of the next year, in 
order to further increase the sales forecasting accuracy. 

2. Literature Review 

Sales forecasting is trying to use a specific method to 
identify specific sales law, but in a seemingly chaotic 
historical sales data. There are many traditional forecasting 
methods such as linear prediction method, moving aver- 
age method, multiple regression method, Box-Jenkins 
method, Markov chain prediction method and so on [2]. 
The application of these methods have specific require- 
ments for the sample itself (linear sequence law or the 
sample size is large enough), however, in practical ap 
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plications, the historical sequence of product sales isn’t 
often fully satisfy the linear law or has a insufficient 
sample size, so the forecasting effect will be affected by 
a certain degree of influence. In China cigarette sales 
meet the obvious characteristics of time series, monthly 
sales data influenced by consumer groups which have 
obvious seasonal characteristics, therefore it often con- 
sistent with the typical characteristics of double trend, 
and the predicted value tends to have a high correlation 
with the history of cigarette sales. Prediction methods 
such as autoregressive moving average model, Holter- 
Winter season product model [3] and time series decom- 
position method [4] can solve the problems of cigarette 
sales forecasting better in practice. 

Holter-Winter season product model and time series 
decomposition method are traditional time series fore- 
casting analysis methods, building a time series model 
appropriately can effectively eliminate the uncertainties 
related with the future. Time series method requires the 
prediction object has a correlation with the current eco- 
nomic trends, at the same time prediction analysis has an 
extremely short-term meaning, therefore the effect of 
these two time series analysis methods used for multi- 
step prediction will be affected [5]. ARMA model is a 
kind of commonly used stochastic time series model, 
foreign scholars Robert Yaffee and Monnie McGee said, 
to short-term forecasting which have stable and seasonal 
characteristics, ARMA model can get a more reliable 
prediction result, and can achieve the desired confidence 
interval [6]. ARMA model has strong flexibility, it can 
express the various properties of time series that appear 
in the actual work, but the prediction often requires rela- 
tively large amount of data. In addition, to some 
smoothing methods, when new data can be taken advan- 
tage of, updating the ARMA model parameters is not an 
easy task [7]. These three single forecasting models all 
have their own characteristics, advantages and disadvan- 
tages, when used alone, we can only use a certain point 
of the effective information. Furthermore, single model 
will also be affected by the model’s set conditions and 
other factors, therefore, when in predictions, it often 
demonstrates that the range of information sources is not 
enough, and the forecasting accuracy is difficult to meet 
the requirement [8]. The choice of a forecasting method 
should consider the prediction object, forecasting range, 
as well as the data and other factors, so we can compre- 
hensive use the advantages of the single prediction 
method, in this case, the importance of the combination 
forecasting method has been put on the agenda. 

Combination forecasting method is trying to integrate 
the prediction results of a variety of forecasting methods 
through the establishment of a combined forecasting 
model, so as to get a more accurate forecasting range, 
and for system analysis or decision-making using. In 

1969, J.M. Bates and C.W.J. Granger published the arti- 
cle named combination forecasting on Operational Re- 
search Quarterly [9], they systematic studied the combi- 
nation forecasting method for the first time, and it had 
caused the attention of many forecasting scholars. After 
the 1970s, combination forecasting research gradually 
caused the attention of scholars, and published a series of 
papers about combination forecasting, comparing with 
individual prediction methods, it has a incomparable ad- 
vantage in improving the prediction accuracy, and in 
recent years it received an extensive attention from 
scholars [8]. 

The most concerned of combination forecasting is how 
to calculate the weighted average coefficient, so that the 
combination forecasting model can be more effective to 
improve the forecasting accuracy, domestic and foreign 
scholars have proposed a series of combination forecast- 
ing method, commonly has minimum difference method, 
no constraint least square method, constrained least 
squares method, Bayes method, recursive combination of 
prediction method and so on [10]. However, the above 
combination prediction methods often give different 
weighted average coefficient depending on the types of 
single forecasting method. To a single prediction method 
the weighted average coefficient at each point is the same. 
However, single prediction method may have high pre- 
diction accuracy at one point, lower in forecast accuracy 
at another point, so it is necessary to discuss a new com- 
bination forecasting model, so that the empowerment of 
the new model can base on the level of fitting accuracy at 
each point of the single forecasting method. 

In addition, because of ARMA model, Holter-Winter 
season product model and time series decomposition 
method all belong to the context of the time series 
method, the prediction results of these three individual 
forecasting methods generally have a higher correlation, 
Partial Least Squares method (PLS) can modeling in the 
case of a limited amount of data and effectively solve 
this problem [11,12], while absorbing the advantages of 
each individual prediction model, it also tries as much as 
possible to improve the prediction accuracy. This paper 
presents a new combination forecasting method based on 
PLS, its basic idea is to consider the single prediction 
method’ prediction value as the independent variables, to 
consider the predict object as the dependent variable, 
then building the partial least squares regression, its big- 
gest advantage is to consider the independent variable, 
while also taking into account the information of the de- 
pendent variable, so we could get a more reliable combi- 
nation forecasting results. 

In this paper, the general idea is shown in Figure 1, in 
order to ensure the forecasting accuracy of the results in 
a greater extent, we established three single forecasting 
models, after getting the predicted value of these single  
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Figure 1. The forecasting process of cigarette sales in this paper. 
 
models, then using the combination forecasting method 
which based on PLS to predict the province’s cigarette 
sales of the next year, so as to further improve the pre- 
diction accuracy. 

3. Methods and Principles 

3.1. The Principle of ARMA Model 

ARMA model is a kind of commonly used stochastic 
time series model, proposed by G.E.P. Box and G.M. 
Jenkin, it is also known as the B-J method [13,14]. The 
basic idea of this method is talked at below, some time 
series is a set of random variables depends on the time t, 

although the single sequence values that constitute the 
time series is uncertainly, however, the changes of the 
entire sequence has a pattern to follow, analyzing it 
through the establishment of corresponding mathematical 
model, we can get a better understanding of the structure 
and the characteristics of time series, and to achieve the 
optimized prediction results within the minimum vari- 
ance [15,16]. 

There are three basic types of ARMA model, auto-re- 
gressive (AR) model, moving average (MA) model, 
auto-regressive moving average (ARMA) model [17-20]. 

If the time series yt is the random error of its current 
and its early value, as well as the linear function of its 
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early value, then the (p, q) order autoregressive moving 
average model is called ARMA (p, q) model, the general 
form of it is, 
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In (1), the real parameter 1, 2, ···, p, is the auto-  
regressive coefficient, θ1, θ1, ···, θq is the moving average 
coefficient, it’s the model’s parameters to be estimated. 

Introducing the lag operator B, the above equation can 
be abbreviated as, 

  t              (2) 

3.2. The Principle of Holter-Winter Season 
Product Model 

Holter-Winter season product model belongs to the 
method areas of multi-parameter exponential smoothing, 
including non-seasonal model and seasonal product 
model. Cigarette sales data both have the characteristics 
of trend and seasonal fluctuations, therefore, this study 
selected the Holter-Winter season product model [21]. 

The model has three smoothness indexes α, β and γ (0 
≤ α, β, γ ≤ 1). 

The prediction model is, 

ˆt ky a , for all k ≥ 1    (3) 
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s is the length of the seasonal cycle, in here it stands 
for monthly data, the cycle is 12 months, that is s = 12. 

If t = T (The last cycle), then the prediction formula is, 

ˆT k Ty a , For all k ≥ 1     (7) 

In (7), at is the intercept, bt is the slope, ct is seasonal 
factor (seasonal index). It can be seen that they are ob- 
tained by smoothing. 

Because of the trend term and the season term of this 
model are obtained by calculating the smoothed value, so 
this method is similar to other smoothing methods, 
mainly reflects the changes of recent data, so it is suitable 
for short-term forecasts. 

3.3. The Principle of Time Series Decomposition 
Method 

Traditional time series analysis [22] due the fluctuation 
of time series to four factors, trend variation (trend, T), 

seasonal variation (seasonal, S), cyclical variation (circle, 
C) and irregular variation (irregular, I). Among them, the 
cyclical variation refers to the cycle changes of years, it 
usually refers to the economic cycle. Irregular variation 
namely random variation, the relations between the four 
variations and the original sequence are summarized as 
two models, 

multiplicative model, Y = TSCI 
additive model, Y = T + S + C + I 
Among them, multiplicative model is suitable for the 

case of that T, S and C is interrelated, additive model is 
suitable for the case of that T, S and C is independent of 
each other. In this paper we use the multiplicative model 
to predict the cigarette sales. 

The main purpose to decomposition time series is to 
break down the fluctuations factors of time series, so that 
the specific circumstances of each part of the fluctuations 
can be clearly observed, in order to provide the condi- 
tions for the in-depth study of the variation of the various 
parts of fluctuations. 

3.4. The Principle of PLS 

Partial Least Square (PLS) analysis, is a new type of 
multivariate statistical data analysis methods which is 
extracted from the application field, it was proposed by S. 
Wold and C. Albano (1983) [23], this analysis method is 
mainly applied to linear regression modeling between 
multi-dependent variables and multi-independent vari- 
ables, and it can effectively solve many complex prob- 
lems that an ordinary multiple linear regression can not 
solve. S. Wold [24] and Agnar [25] pointed out that it not 
only can solve the existence of multiple correlation 
problems in the multiple regression independent variable 
system, but also can create the regression model when 
the sample size is less than the number of variables. The 
PLS regression method is a improvement of the Principal 
Component Regression (PCR) analysis method, in the 
process of extracting component, PLS not only takes the 
information of the independent variables into account, 
but also taking into account the information of the de- 
pendent variables, it overcomes the adverse effects of 
multicollinearity in system modeling, it can get a more 
reliable analysis results. 

Because this research mainly talks about the prediction 
of cigarette sales, involving only one dependent variable 
(cigarette sales), so it is necessary to introduce the re- 
gression method of single dependent variable of PLS. 
Given that the dependent variable is Y and P numbers of 
independent variables form the independent variables set 
X = [x1, x2, ···, xp], first, PLS regression method ex- 
tracts t1 from the matrix, it is required that it should carry 
the variation information in X as far as possible, it should 
also have a great relevance with Y. If the regression 
equation has reached a satisfactory accuracy, then the 
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5.1.1. The Forecasting Results of ARMA Model algorithm terminates. Otherwise, using the residual in- 
formation that X has been explained by t2 and the resi- 
dual information that Y has been explained by t1 to do 
the second round of component extraction, so back and 
forth, until you can reach a satisfactory statistical accu-
racy. Assuming that we finally extract m components 
from X, they are t1, t2, ···, tm, then PLS will establish the 
regression between Y and t1, t2, ···, tm, finally expressed 
as a regression equation of Y on the original variable X. 

By calculating, the software outputs the fitting effect 
figure of the actual values and the predicted values (Fig- 
ure 2), as can be seen from the Figure 2, using ARMA 
model to predict, the projected trends and the actual de- 
velopment trends is very consistent, we can make an in- 
tuitive judgment that the forecasting results is satisfac- 
tory. After further calculations, the annual forecasting 
absolute error range of ARMA model is between –60,419 
to –26296.7, the mean relative error is –2.37%, range 
between –3.16% to –1.45%. 4. Data Collection 

We obtained A province’s actual cigarette annual sales 
data and monthly sales data (January 2004 to December 
2011) from A province’s Tobacco Monopoly Bureau 
(company). Before 2004, the tobacco system’s informa- 
tion management is not well organized, sales data was 
manual recording and incomplete, and some data is lost, 
so the previous data is not used in this study. 

5.1.2. The Forecasting Results of Holter-Winter  
Season Product Model 

By calculating, the annual forecasting absolute error 
range of Holter-Winter season product model is between 
–13223.389 to 827.463, the mean relative error is 
–0.27%, range between –0.75% to –0.05%, from the 
Figure 3 we can also make an intuitive judgment that the 
forecasting results is satisfactory, namely the prediction 

To do monthly cigarette sales forecasting, we use a 
sample of data from January 2004 to December 2011, 
namely 8 years, a total of 96 samples, and we also use 
the data from January 2004 to December 2011 to do 
comparative analysis. 
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5. Data Processing 

To ARMA model, Holter-Winter season product model, 
and time series decomposition method, we use EViews 
6.0 [15] for data processing. To PLS combined model, 
this study use SPSS16.0 and SIM CA-P12.0 for data 
processing. 

5.1. The Forecasting Results of Single Prediction 
Models 

2010M01     2010M07     2011M01    2011M07 
Considering that the forecasting steps of a single predict- 
tion model is a lot, in view of the reasons of space, in this 
paper, we give the finally prediction effect fitting figure 
or other core steps of the three single prediction models. 

YF Y  

Figure 2. The fitting effect figure of the actual values and 
the predicted values. 
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Figure 3. The fitting effect figure of Holter-Winter season product model. 
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accuracy of Holter-Winter seasonal product model is 
good. 

5.1.3. The Forecasting Results of Time Series  
Decomposition Model 

By calculating, the annual forecasting absolute error 
range of time series decomposition model is between 
–14479.355 to 3763.287, the mean relative error is 
–0.393%, range between –0.853% to 0.202%, from the 
Figure 4 we can see that the forecasting results is satis- 
factory, namely the prediction accuracy of Holter-Winter 
seasonal product model is good. 

5.2. Comparing between the Prediction Results 
of the Three Single Prediction Models 

We use A Province Tobacco Company’s sales data dur- 
ing 2004-01 to 2011-12 as the researching object of this 
study, first we established three single forecasting mod- 
els to predict the province’s cigarette sales of the next  

year, to compare the prediction accuracy of the three 
single prediction models, we use forecast absolute error 
sum of squares as the index to measure the prediction 
accuracy of the model, prediction error sum of squares is 
an good indicator to reflect the prediction accuracy, the 
comparison results of prediction accuracy of the three 
single forecasting models are shown in Table 1. From 
the comparison results we can see that among the single 
forecasting models, Holter-Winter model’s prediction 
accuracy is close to the model of time series decomposi- 
tion, but ARMA model’s accuracy is relatively poor. 

5.3. Combination Forecasting Model Based on 
PLS 

As we use all the three single prediction models to pre- 
dict A province’s cigarette sales, so there must have a 
high degree of correlation between the three models’ 
prediction results and the actual sales, in this paper Y1 
stands for the prediction results of Holter-Winter season 
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Figure 4. The fitting effect figure of time series decomposition model. 
 

Table 1. The comparison results of prediction accuracy of the three single forecasting models1. 

  2007 2008 2009 2010 2011 E 

 Y 1,763,770 1,803,680 1,866,767 1,911,036 1,929,118  

Ŷ  1,750,546 1,803,511 1,856,475 1,909,440 1,962,404  

e –13,223 –169 –10,292 –1596 33,286  H-W 

e2 174,858,014 28,656 105,922,176 2,546,436 1,107,957,796 1,391,997,774 

Ŷ

Ŷ

 1,761,824 1,812,414 1,863,004 1,913,594 1,964,184  

e –1946 8734 –3763 2558 35,066  Time Series 

e2 3,786,674 76,277,981 14,162,321 6,545,233 1,229,624,356 1,540,048,353 

 1,730,314 1,777,383 1,807,824 1,850,616 1,886,675  

e –33455.4 –26296.7 –58943.1 –60,419 –42442.7  ARMA 

e2 1,119,262,183 691,515,010 3,474,284,204 3,650,460,757 1,801,383,293 10,736,905,448 

*Y stands for the actual sales for the year;  stands for the prediction results; e =  – Y, stands for absolute error;  stands for the sum of 

bsolute error square. 

Ŷ Ŷ
5 2

1
E= ett

a
 

 

1In view of the reasons of space, this paper just chose the nearly five years’ data to compare. 
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product model, Y2 stands for the prediction results of 
time series decomposition method, Y3 stands for the pre- 
diction results of ARMA model, Y stands for the actual 
sales, we use SPSS16.0 to analysis the correlation be- 
tween actual values and predicted values, results are 
shown in the Table 2, we can see that there is a high de 
gree of correlation between the prediction results of three 
single prediction models and the actual sales, and there is 
also a high degree of linear correlation between the pre- 
dicted values, further proof that use PLS for combination 
forecasting is necessary. 

After a preliminary analysis, this article takes the pre- 
diction results of the three single forecasting models as 
the independent variable, takes the actual sales as the 
dependent variable, then building the partial least squares 
regression model, when we extract one component, we 
have extracted 99.9% information of the independent 
variable and 97.5% information of the dependent vari- 
able, at this time the error sum of squares is minimum, 
then we establish the combination forecast model, pre- 
diction results are shown in the Figure 5. 

We can see from the above figure that the data points 
which is constituted by predicted values and the original 
observation values are distributed near the diagonal of 
the regression graph, further calculation shows that the 
regression coefficient of original observations and pre- 
dicted values is 0.9898, this indicates that the difference 
between predicted values and original values is small, the 
fitting results is good, further demonstrating that the ef- 
fect of using this model to analyze A province’s cigarette 
consumption demand is very good, it can greatly improve 
the prediction accuracy of the cigarette sales in the com- 

ing year. 
After further calculation, we can get the absolute error 

and absolute error sum of squares of this combined 
model, in Table 3 we can see that the absolute error sum 
of squares of the combination forecasting model based 
on PLS is 498,982,516, this value is just the 35.8%, 
32.4% and 4.65% of Holter-Winter season product model, 
time series decomposition model and ARMA model. It is 
thus clear that, comparing with the single prediction 
model, the prediction accuracy of the combination fore- 
casting model based on PLS is improved obviously, es- 
pecially to the ARMA model, PLS combination fore- 
casting model greatly improve its prediction accuracy. 

At last, we use PLS combination forecasting model to 
predict the cigarette sales of A province in 2012, results 
are shown in the Table 4. 
 

Table 2. Results of correlation analysis. 

 Y Y1 Y2 Y3 

Y 1    

Y1 0.986** 1   

Y2 0.986** 1.000** 1  

Y3 0.983** 0.998** 0.998** 1 

1**In confidence (double measure) of 0.01, the correlation is significant; 1*In 
confidence (double measure) of 0.05, the correlation is significant. 

 
Table 4. The forecasting results of cigarette sales of A 
province in 20122. 

Year Y1 Y2 Y3 Y4 

2012 2015369.083 2014774.317 1,928,537 1,984,000 
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Figure 5. The prediction results of PLS. 
 

Table 3. PLS prediction results analysis. 

  2007 2008 2009 2010 2011 E 

 Y 1,763,770 1,803,680 1,866,767 1,911,036 1,929,118  

Ŷ  1,765,770 1,811,570 1,857,510 1,897,550 1,941,970  

e 2000.505 7890.018 –9257.15 –13485.6 12851.87  PLS 

e2 4,002,020 62,252,384 85,694,771 181,862,702 165,170,640 498,982,516 

 
 

2Y4 stands for the prediction results of PLS. 
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6. Conclusions 

In this study, we overview the combination forecasting 
methods and models, on the basis of summing up the 
achievements of previous studies, this paper presents a 
new combination forecasting method based on PLS, and 
we use it to predict the cigarette sales of A province in 
2012. The results here show that, the fitting index be- 
tween prediction results and actual sales of each single 
prediction model is good. Comparing with the single 
prediction model, the prediction accuracy of the combi- 
nation forecasting model based on PLS is improved ob- 
viously, shows that this method can effectively integrated 
the information of single forecasting methods, it is effect- 
tive and feasible. 

In addition, a major innovation of this article is the 
way to build the combination forecasting model, it is 
different from the traditional method of calculating the 
weighted average coefficient, in this paper, we use the 
PLS method to establish the regression model, starting to 
build a new combined model base on the prediction re- 
sults of the single prediction model, not just a simple 
calculation of the weighting coefficient, but to give a full 
consideration to the individual prediction model and try 
to optimize it, it can be said it is a new way of building 
the combination forecasting model. 

Through this study, we can see that the prediction ac- 
curacy of either single or combination model has reached 
a high level, despite this, it should be noted that the ex- 
pected cigarette sales given in this study is only a refer- 
ence value, when in the formulate of the actual sales task, 
we can not be completely according to it, we should 
combine with the history sales and the expected devel- 
opments of A province to development an appropriate 
and reasonable sales task or scheduler. 
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