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ABSTRACT 

This study compares local-level socioeconomic variables interpolated with three different methods: 1) Thiessen poly-
gons, 2) Inverse distance weighting, and 3) Areas of influence based on cost of distance. The main objective was to de-
termine the interpolation technique capable of generating the most efficient variable to explain the distribution of de-
forestation through two statistical approaches: generalized linear models and hierarchical partition. The study was con-
ducted in two regions of western Mexico: Coyuquilla River watershed, and the Sierra de Manantlan Biosphere Reserve 
(SMBR). For SMBR it was found that the Thiessen polygons and areas of influence were the techniques that interpo-
lated variables with greatest explanatory power for the deforestation process, in Coyuquilla it was inverse distance 
weighting. These differences are related to the distribution and the spatial correlation of the values of the variables. 
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1. Introduction 

Land-use/land-cover changes (LULCC) have become a 
central question to be addressed in recent years. Vitousek 
[1] and Agarwal et al. [2] state that the present level of 
LULCC constitutes—along with increasing levels of 
atmospheric carbon dioxide and variations in the global 
nitrogen cycle—the most evident and perceptible of 
global changes. Deforestation is known as one of the 
most important elements of LULCC. According to recent 
assessments, each year, on average, about 630,000 ha of 
temperate and tropical forests are cleared, accumulating a 
total loss of 50% of the original coverage in the last 20 
years in Mexico [3]. The Global Forest Resource As-
sessment [4] ranks in 4th place the deforestation process 
in Mexico with an annual loss of 395,000 ha per year 
from 2000 to 2005. The study of the factors that drive 
deforestation processes involves not only biophysical but 
also socioeconomic ones. However, in relation to the 
second, it is not straightforward to determine which have 
a greater impact on the processes of change. Some stud-
ies consider the demographic aspects as an important 
cause [5], nevertheless it has also been shown that popu-
lation growth is not the main cause of deforestation [6,7]. 
It is rather a process that depends on a complex combina-
tion of socioeconomic and biophysical factors involving 
the interaction between humans and the environment [8]. 
In practice, the inclusion of socioeconomic data in de-
forestation studies consists in using databases gener- 

ated through surveys, which present the data arranged by 
a specific political-administrative demarcation (state or 
municipality). Nevertheless, the spatial representation of 
such units may not reflect their context, as it assumes that 
they are homogeneous areas to which an average value is 
assigned. It is therefore advantageous to manage infor-
mation by locality, in order to express a greater degree 
of heterogeneity within each political-administrative de-
marcation—from where emerges the challenge of spati-
alizing point data by means of some interpolation tech-
niques. Geographical information systems (GIS) provide 
tools to fulfill such task by estimating the values of an 
environmental variable at unsampled sites using point 
data from observations within the same region. These 
methods have been widely used in other environmental 
matters like soil mapping [9,10] and climatic data [11]. 
They have also been applied to ecological studies such as 
the prediction of forest volume [12] and the characteriza-
tion of the spatial structure of vegetation communities 
[13].  

2. Methods 

2.1. Location of Study Areas 

Two study areas were selected: 1) the Sierra de Manant-
lan Biosphere Reserve (SMBR) and its area of influence 
with 4577 km2 in Jalisco; and 2) the Coyuquilla River 
watershed, Guerrero, comprising an area of 637 km2 
Figure 1). ( 
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Figure 1. Location of study areas in Mexico. 
 
2.2. Material 

For the SMBR, land-use/land-cover (LULC) data for the 
year 1970 was obtained from a 1:50,000 scale map pro-
duced by the Instituto Nacional de Geografía, Estadística 
e Informática (INEGI, Mexico’s official mapping agen-
cy). This was updated using SPOT images from Decem-
ber 2000 and December 2004. For the Coyuquilla River 
watershed, Landsat TM images dated February 1986 and 
May 2000 were used. In both cases, LULC maps were 
updated by the visual interdependent interpretation pro-
cedure [14,15]. This technique consists first in interpret-
ing the image for the first date, and then modifying it 
based upon the image for the second date, therefore pro-
ducing consistent change data. 

The obtained data were used to produce binary maps 
defining conserved/deforested areas for the aforemen-
tioned periods. Random points were then sampled out of 
each binary map, 40,000 for SMBR and 19,000 for 
Coyuquilla. Roads maps (scale 1:250,000) and 90-meter 
resolution digital elevation models (DEM), both from 
INEGI, were used to generate the friction maps, basic 
input for the area of influence interpolation technique. 

The interpolated socioeconomic variables were ob-
tained from the Consejo Nacional de Población (National 
Population Council, CONAPO, 2000) at the locality level 
for the two regions. This information was integrated into 
a GIS database (ArcGIS version 9.3 and DINAMICA  
EGO version 1.6) in which the three interpolation tech-
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niques were carried out. Statistical analyses were made 
with R [16]. 

2.3. Interpolation Techniques 

Correlation between the 13 socioeconomic variables from 
CONAPO (2000) was assessed with the Spearman co- 
efficient, a non-parametric measure of statistical de- 
pendence. Variables with a correlation value equal to or 
greater than 0.7 were discarded. Then, the variables se- 
lected were spatially interpolated using three methods 
that are briefly described below. The first method used 
was Thiessen polygons or Voronoi diagrams. It is based 
on the Euclidean distance, which divides a region in a 
way that is totally determined by the configuration of the 
data points, with one polygon per observation. If the data 
lie on a regular square grid, then the Thiessen polygons 
are all equal, but if the data are irregularly spaced, then 
an irregular lattice of polygons results (see Figure 2(b)). 
Each polygon encloses the area closest to the central lo-
cation in relation to the distance that keeps with the 
others to form their boundaries [17]. The entire polygon 
area receives the value of the attribute of the central 
point. 

The second method is the inverse distance weighting  

(IDW), which combines the idea of proximity espoused 
by the Thiessen polygons with the gradual change of the 
trend surface. The assumption is that the value of an at-
tribute z at some unvisited point is a distance-weighted 
average of data points occurring within a neighborhood 
surrounding the unvisited point [18]. Sampled points 
closer to the unsampled point are more similar to it than 
those further away in their values [19]. For this study, 
IDW method was based on 20 and 12 neighboring points 
for SMBR and Coyuquilla, respectively. 

Finally, we generated areas of influence around each 
locality from Thiessen-like polygons based on friction 
maps. This is a matrix of cells defining the energy cost 
for crossing each cell. In this study, the land use map in 
combination with roads and slope were used as inputs to 
calculate it. Each area of influence encloses the area 
closest to the central location in terms of travel time 
(Figure 2(d)). 

2.4. Statistical Comparison of Interpolation  
Procedure 

The performance of each interpolation technique, alone and 
in combination, was assessed through generalized linear 
models (GLM), which allow us to develop relationships 

 

 
(a)                                                        (b) 

 
(c)                                                        (d) 

Figure 2. Hypothetical interpolation case of four locations. (a) With different attribute values, z, connected by two stretches of 
road and separated by a lake (barrier) using: Thiessen polygons (b); inverse distance weighted (c) and area of influence (d). 

nly the last technique takes into account the road and the lake. O   
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between the presence/absence of deforestation process 
and the interpolated variables. 

The logistic relation was used since the dependent 
variable is binary. The statistical support of the GLM is 
that when the variance is not constant, it is possible to 
identify the contribution of one or more variables to ex-
plain the studied phenomenon. The resulting models 
were evaluated using the Akaike information criterion 
(AIC). This criterion incorporates the balance between 
statistical bias and variance in the factors that are added 
in the model and provides a comparison directly among 
themselves [20]. Models were fitted by a step-wise pro-
cedure and the relative contribution of each variable was 
assessed by its significance and the difference of AIC 
(DAIC) resulting when leaving out the variable from the 
model.  

In addition, hierarchical partitioning (HP) was imple-
mented, a protocol in which all possible models in a mul-
tiple regression setting are jointly considered to attempt 
to identify the most likely causal factors. It involves the 
calculation of the incremental “improvement” (i.e. in-
creased goodness-of-fit) in models by the addition of a 
given variable U, and these are averaged over all combi-
nations in which U occurs to provide a measure of the 
effects of the independent variables [21]. The independ-
ent impact of variable U is estimated by comparing the 
goodness-of-fit of all possible models involving U. In HP 
all such comparisons are made and averaged across in-
dependent variables and combinations of them in a con-
sistent framework. For each independent variable, “ex-
planatory” power is segregated into independent effects, 
I, and effects caused jointly with other variables, J 
[22,23]. The contribution to the total explained variance 
of a model of a predictor in conjunction with all others is 
found by subtracting the total variance explained by a 
predictor independently. This statistical approach [24] 
provides a measure of the explanatory power of multiple 
independent variables because it is not affected by mul-
ti-colinearity [25]. MacNally [26] suggests that those  

factors identified as influential both in regression models 
and HP are the causal variables among the ones with 
predictive power. Finally, the Moran index was calcu-
lated to assess the spatial autocorrelation of the variables 
analyzed. 

3. Results  

3.1. Selection of the Interpolated Variables  

According to the Spearman correlation test, among the 
13 socioeconomic variables from CONAPO (2000) only 
four were found to be not correlated for SMBR and five 
for Coyuquilla (Table 1). 

The selected variables were interpolated through Thi-
essen polygons, IDW and areas of influence (Figures 3 
and 4), and used in the GLM and HP. 

3.2. Comparison of Interpolation Techniques 

Table 2 shows the final GLM models for both study ar-
eas with the variables ranked according to the contribu-
tion of each variable to the model (DAIC). In general 
terms, it can be observed that the results of the final 
GLM model do not produce a consistent way of selecting 
an interpolation method since it offers a combined selec-
tion of mixed techniques. Instead, it was found that, for 
Coyuquilla as well as SMBR, the variable which exhibits 
the main contribution was the marginalization index, 
interpolated with the IDW technique and by Thiessen 
polygons, respectively. 

On the other hand the HP results show that for the 
SMBR the interpolation techniques based on Thiessen 
polygons and areas of influence are able to spatially ex-
press the variables with greater independent explanatory 
power (I) for the deforestation process (see Table 3). 
Less important was the IDW technique. It is also possible 
to observe that the index of marginalization has the 
highest independent contribution, and in this respect 
agrees with GLM results. For Coyuquilla, the IDW was 

 
Table 1. Socioeconomic independent variables considered for each study area. The symbol + indicates those variables that 
were interpolated by 3 methods (Thiessen polygons, IDW and area of influence). 

Study area 
Socioeconomic variables 

SMBR Coyuquilla Code 

Total population 2000  + TP 

% of occupants in houses without sewage or toilet + + WS 

% of occupants in homes without running water  + WW 

% of occupants in houses with earthen floor + + EF 

% of employed people with an income up to 2 minimum wages +  MW 

Marginalization index + + MI 
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Figure 3. Interpolation of % of employed people with an income up to 2 minimum wages (MW) with, Thiessen polygons (a), 
IDW (b) and areas of influence (c) for SMBR. 
 

 

Figure 4. Interpolation of % of occupants in houses with earthen floor (EF) with, Thiessen polygons (a), IDW (b) and areas of 
nfluence (c) for SMBR. i  

Copyright © 2012 SciRes.                                                                                 JGIS 



M. FARFÁN  ET  AL. 

Copyright © 2012 SciRes.                                                                                 JGIS 

363

 
Table 2. GLM final models. Variables which have a higher 
contribution to the model are expected to exhibit a greater 
significance (low p-value) and higher value of DAIC. Name 
codes for variables (see Table 1 for full names) are followed 
by a letter indicating the interpolation method (I: IDW, T: 
Thiessen, A: areas of influence). 

Coyuquilla SMBR 

Variables p-value DAIC Variables p-value DAIC

MI- I 0.000605a 122 MI-T 4.41e−08a 29.3 

WS-T 2.0e−16a 34.2 EF-I 0.0000641a 14.9 

MI- A 1.79e−08a 22.5 WS-I 0.000247a 13 

EF-I 2.0e−16a 16.1 EF-A 0.000549a 11 

TP-I 1.38e−16a 15.4 EF-T 0.002065b 8.4 

TP-A 0.000492a 13.7 WS-A 0.002466b 8 

TP-T 0.344161c 6.5 MW-A 0.005854b 6 

EF-T 0.005852b 1.4 MI-I 0.014379c 4.9 

WW-I 2.0e−16a 0.3 WS-T 0.033286c 3.5 

Significance levels ap < 0.0001, bp < 0.001, cp < 0.01. 

 
the best interpolation technique able to interpolate the 
socioeconomic variables with more independent contri-
bution for explaining the deforestation process. When 
comparing the results obtained through the HP and GLM 
approach, it is possible to note that the latter was not able 
to offer information in terms of selection of one interpo-
lation technique and just offered a mix of them. 

4. Discussion 

The spatial distribution of the values associated with 
each location can explain why the Thiessen polygons 
method interpolated “better” the socioeconomic variables 
for SMBR than the IDW technique used for Coyuquilla. 
Figure 5(a) shows how localities with similar values of 
marginalization index in the SMBR tend to aggregate in 
space in a clustered pattern (i.e. with high spatial auto-
correlation, Moran index = 0.65). In contrast, the values 
of the neighboring localities in the Coyuquilla have con-
trasting values without any pattern (low spatial correla-
tion, with Moran index = −0.01). 

5. Conclusion 

Socioeconomic local data information is a basic input not 
only for studies about the drivers of deforestation proc-
esses, but also for the purpose of its modeling. None of 
these studies, however, include as a first step an evalua-
tion and selection of the interpolation techniques that are 
to be used to express the socioeconomic variables. The 
selection of an appropriate spatial interpolation technique  

Table 3. Hierarchical partitioning results with all variables 
interpolated through the three methods for Coyuquilla and 
SMBR. Name codes for variables (see Table 1 for full names) 
are followed by a letter indicating the interpolation method 
(I: IDW, T: Thiessen, A: areas of influence). The letter I 
represents the independent contribution, and J is the joint 
influence in the response variable (deforestation). 

Coyuquilla 

Variables I J Total 

WS-I 81.986 264.427 346.413 

EF-I 59.752 144.330 204.082 

MI-I 53.302 104.696 157.999 

PT-I 50.077 129.792 179.869 

WW-I 42.819 181.812 224.632 

WS-T 38.844 96.584 135.429 

WW-A 32.067 68.776 100.843 

WW-T 31.966 64.07 96.037 

TP-T 29.212 49.84 79.057 

EF-A 15.917 −7.620 8.296 

MI-T 15.072 −12.906 2.165 

MI-A 15.059 −9.342 5.717 

 SMBR   

Variables I J Total 

MI-T 12.497 52.397 64.893 

IM-A 8.712 43.468 52.179 

MW-T 7.237 27.149 34.386 

EF-T 7.187 34.784 41.971 

WS-I 7.065 32.770 39.834 

EF-A 6.428 34.352 40.780 

MW-A 5.886 25.049 30.935 

WS-T 5.780 30.707 36.487 

WS-A 4.515 20.793 25.308 

MI-I 4.036 14.476 18.512 

EF-I 3.716 9.072 12.788 

MW-I 2.179 −0.490 1.689 

 
for the data at hand is critical, but it is not an easy task, 
since a technique is “best” only for specific situations 
[27]. According to the results presented here, the HP sta-
tistical approach provides a way not only to select the most 
suitable interpolation technique, but also to estimate the 
quantitative contribution of each socioeconomic variable  
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(a)                    (b) 

Figure 5. Comparison of marginalization index values in- 
terpolated with the Thiessen polygons method for the SMBR 
(a) and Coyuquilla (b). 
 
in the deforestation process by avoiding colinearity pro- 
blems. This information, combined with spatial autocor-
relation analysis based on both feature location and fea-
ture value, permits to understand how the data’s spatial 
distribution is a determining factor in the selection of the 
interpolator. 
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