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ABSTRACT 

The magnitude and frequency of precipitation is of great significance in the field of hydrologic and hydraulic design 
and has wide applications in varied areas. However, the availability of precipitation data is limited to a few areas, where 
the rain gauges are successfully and efficiently installed. The magnitude and frequency of precipitation in ungauged 
sites can be assessed by grouping areas with similar characteristics. The procedure of grouping of areas having similar 
behaviour is termed as Regionalization. In this paper, RCDA cluster ensemble algorithm is employed to identify the 
homogeneous regions of rainfall in India. Cluster ensemble methods are commonly used to enhance the quality of clus- 
tering by combining multiple clustering schemes to produce a more robust scheme delivering similar homogeneous re- 
gions. The goal is to identify, analyse and describe hydrologically similar regions using RCDA cluster ensemble algo- 
rithm. RCDA cluster ensemble algorithm, which is based on discriminant analysis. The algorithm takes H base cluster- 
ing schemes each with K clusters, obtained by any clustering method, as input and constructs discriminant function for 
each one of them. Subsequently, all the data tuples are predicted using H discriminant functions for cluster membership. 
Tuples with consistent predictions are assigned to the clusters, while tuples with inconsistent predictions are analyzed 
further and either assigned to clusters or declared as noise. RCDA algorithm has been compared with Best of K-means 
and Clue cluster ensemble of R software using traditional clustering quality measures. Further, domain knowledge 
based comparison has also been performed. All the results are encouraging and indicate better regionalization of the 
rainfall in different parts of India.  
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1. Introduction 

Identification and analysis of magnitude and frequency of 
rainfall of any country plays significant contribution in 
Agriculture and Hydrometeorology. 

The magnitude and frequency of precipitation in un- 
gauged sites can be assessed by grouping areas with 
similar characteristics. Regionalization is defined as the 
procedure of grouping of areas having similar hydro- 
logical behaviour. Regionalization of rainfall in different 
parts of the country is very challenging task. Scarcity and 
abundance of rainfall (precipitation) should be monitored 
to avoid conditions such as drought, cyclones etc. Statis-
tical evidence is needed to identify the homogeneous 
regions of rainfall in India. 

All the atmospheric and environmental factors are not 
under human control, by utilization of strong statistical 
evidences through analysing the rainfall with slightly 
human interventions if we can protect the water resources, 
it will be very beneficial. 

2. Background and Related Work 

We present the related work with respect to two aspects i.e. 
the techniques used for regionalization in hydrology 
studies and the techniques of cluster ensemble. Subse- 
quently we describe the discriminant based cluster en- 
semble. 

2.1. Regionalization 

Regionalization of precipitation has been done by using 
the traditional method of non-hierarchical clustering i.e. 
K-means clustering. Validation indices are utilized for 
finding the optimum number of clusters. Heterogeneous 
regions are extracting after the K-means clustering by 
homogeneity test [1].  

Authors in paper [2] give the interpolation method 
proposed by Shepard (1968) for rainfall analysis based 
upon the distance between the station and the grid point 
and also observed the directional effects. Standard quality 
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controls were performed before carrying out the interpo-
lation analysis. 

Regionalization of precipitation is done by linkage 
analysis [3,4]. Spatial correlation analysis has been util-
ized for identification of homogeneous regions [5]. The 
concept of empirical orthogonal function analysis has 
been used for computation of regionalization [6]. The 
principal component analysis (PCA) and cluster analysis 
has been utilized for identification of the regions [7,8]. 

2.2. Cluster Ensemble Approach 

Motivation of Cluster Ensemble technique arises because 
of different clustering schemes that are obtained by ap-
plication of different clustering algorithms, or by varying 
the parameters of the same clustering algorithm. For 
example, in k-means algorithm, which is one of the most 
used clustering algorithms, variations in results arise be-
cause of the inherent randomization. 

Further, each algorithm performs differently depending 
upon the biases and assumptions associated with it.  

Under such circumstances, it is very difficult to ascer- 
tain suitability of an algorithm for an application. Cluster 
ensemble techniques aims to improve the clustering 
scheme by intelligently combining multiple schemes. This 
technique has caught attention of researchers in computer 
science community as it has found to substantially im- 
prove the robustness, stability, accuracy and quality of 
resulting clustering scheme [9-13]. An informative survey 
of various cluster ensemble techniques can be found in [9]. 
The problem of cluster ensemble is formally defined be- 
low. 

Let D denote a data set of N, d-dimensional vectors 
1 2,  , ,  d

i i i iX X X X   where i = 1, N, each representing 
an object. D is subjected to a clustering algorithm which 
delivers a partition (i.e. a clustering scheme) π′ consisting 
of K clusters, i.e. (  1 2π , , , KC C C  

 : 1,D K  
). Let λ′ be the 

function of π; ( ) that yields labeling for 
each of the N objects in D. 



Let  be H partitions of D obtained by 
applying either same clustering algorithm on D or by 
applying H different clustering algorithms. 

 1 2π ,  π , ,πH   



Before combining the schemes, it is necessary to es-
tablish the correspondence between the clusters of dif-
ferent schemes and relabel the corresponding clusters. Let 
 1 2, , , H    be the set of corresponding labeling of H 
clustering schemes on D. The problem of cluster ensemble 
is to derive a consensus function Γ, which combines H 
partitions and delivers a clustering πf with a promise that 
πf is more robust than any of constituent H partitions and  
best captures the natural structures in D. Figure 1 shows 
the process of construction of cluster ensemble. It is the 
design of Γ that distinguishes different cluster ensemble 
algorithms to a large extent. Hypergraph partitioning. 

voting approach [14], mutual information [9,15], co- 
associations [16-18] are some of the well-established 
approaches for building consensus functions. 

2.3. RCDA (Robust Clustering Using  
Discriminant Analysis) 

RCDA [19] is a recent algorithm for generating a robust 
clustering scheme using discriminant analysis. Robust 
Clustering Using Discriminant Analysis (RCDA) algo- 
rithm takes H partitions as input with K clusters in each 
partition and delivers a robust partition with same number 
of clusters, and noise, if any. It operates in three phases.  

In the first phase clusters in each partition are relabeled 
to establish correspondence in H partitions. In the second 
phase the algorithm constructs a discriminant function for 
each partition, thereby resulting in H discriminant func- 
tions. Cluster label of each tuple in dataset D is predicted 
by each of the H discriminant functions resulting in N × H 
label matrix (L). This is a compute intensive phase of the 
algorithm and needs no user parameter. Finally, in the 
third phase tuples with consistent labels are assigned to 
clusters in the final partition. Tuples with low consistency 
are refined and the leftover tuples are reported as noise.  

Different phases of RCDA algorithm is shown pictori- 
ally in Figure 2. 

3. Regionalization Using RCDA  

In this study the hydrological similarity of the rainfall 
regions have been investigated with respect to their re- 
sponse behavior by using RCDA Cluster Ensemble Al- 
gorithm. The goal is to identify, analyse and describe 
hydrometerologically similar regions. 

Since the optimum numbers of regions (clusters) are 
not known, it has been identified and computed by utili- 
zation of Silhouette Coefficient as described in the next 
section. 

4. Optimality of Clusters  

Since, the H clustering schemes achieved by original  
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Figure 1. The process of cluster ensemble.   
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Figure 2. Three phases of RCDA algorithm. 
 
clustering schemes of RCDA algorithm can have differ- 
ent number of clusters. For determining the optimum 
number of clusters the concept of Silhouette Coefficient 
has been utilized as described in the section below. 

Silhouette Coefficient (SC) 

Silhouette coefficient combines both Cohesion and Sepa- 
ration [20]. 

Cohesion measures the closely related objects in a 
cluster [21]. It is also defined as the similarity of the data 
points in a cluster to the cluster centroid or average pair- 
wise distance between the data points in a cluster [20].  

The average pairwise distance between the data points 
in cluster is equivalent to the SSE of the cluster. 

 2
Cohesion Cluster SSE dist ,ix Ci

c X


    

Separation measures how distinct or well separated a 
cluster from other clusters [21]. The traditional measure 
of separation between clusters is the between group sum 
of squares (SSB) which is the sum of the squared dis-
tance of a cluster centroid, ci to the overall mean, c, of all 
the data points. 

By summing the SSB over all the clusters, we obtain 
the total SSB, which is given in Equation (2) where ci is 
the mean of the ith cluster and c is the overall mean. The 
higher the total SSB of a clustering, the more separated 
the clusters are from one another [20]. 

 2

1
Total SSB dist ,

K

ii
c c


   

The total SSB is directly related to the pairwise dis- 
tances between the centroids. If the cluster sizes are 
equal i.e. mi = m/k and total SSB becomes 

 2

1
1

1
Total SSB dist ,

2

K
K

i ji
j

m
c c

K K


   
 

   

A cluster that has a high value of cohesion may be 
considered best and is an indication of an improvement 
in the quality of a clustering. We evaluate the objects 

with in a cluster in terms of their contribution to the 
overall cohesion or separation of the cluster. 

The steps for computing the silhouette coefficient for 
an individual point are as follows. . 

1) For the ith object, calculate the average distance to 
all other objects in its cluster. Call this value ai. 

2) For the ith object and a cluster not containing the 
object, calculate the object’s average distance to all the 
objects in the given cluster. Find the minimum such value 
with respect to all clusters; call this value bi. 

3) For the ith object, the silhouette coefficient is 

   max ,i i i i is b a a b  . 

Silhouette coefficient for the clustering scheme is ag- 
gregation of the coefficients of individual points. 

5. Experimental Section  

RCDA (Robust Clustering Using Discriminant Analysis) 
algorithm was implemented in Windows environment as 
multi-threaded C++ program. R package (V 2.13.0) was 
used for statistical functions. Dual core Intel(R) machine 
(2.20 GHz, 4 GB RAM) was used for executing prgrams. 
In this section we describe the goals and methodology of 
experiments.  

We have used the 1 × 1 daily gridded data developed by 
Indian Meteorological Department (IMD) for the period 
1951-2003 (53 years). Daily rainfall data is aggregated 
into annual data for each grid.  

The homogeneous regions identified by Indian Mete- 
orological Department (IMD), using the monsoon rainfall 
for the period 1871 to 2010 is shown in Figure 3. 

However, studies have shown that the regions identified 
by IMD are heterogeneous (Satyanarayana and Srinivas, 
2008).  

In this study, RCDA Cluster Ensemble algorithm is 
employed to identify the homogeneous regions in India. 

Analysis is done by RCDA Cluster Ensemble algorithm 
and the whole Indian region is covered by 355 grids. Op- 
timum number of cluster are determined by using the   
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Figure 3. Three homogeneous regions identified by Indian meteorological department using monthly rainfall data for the 
period 1871 to 2010 (Source: www.tropmet.res.in).  
 
Silhouette coefficient and achieved as 9. The homoge- 
neous regions identified by the RCDA Cluster Ensemble 
algorithm is shown in Figure 4. 

The homogeneous regions achieved in Figure 4 by 
RCDA Cluster Ensemble algorithm using the 53 years of 
data.  

Cluster ID is shown in color bar. The characteristics of 
different clusters are shown in Table 1. 

The high intensity rainfall regions in North-eastern part 
is coming under cluster ID 1 and those in Western Ghat 
regions are assigned a cluster ID 9. Low rainfall areas in 
Rajasthan region falls under cluster ID 8. Rainfall mag- 
nitude gradually increases from eastern part towards 
western part of India. The results provide strong evidence 
towards the homogeneity of the rainfall regions and also 
provide strong evidence towards the heterogeneity of the 
IMD homogeneous regions. 

The optimum number of clusters obtained by RCDA 
algorithm as 9. The optimum partition from H input par- 
titions is determined as H = 4. The optimum number of 
clusters and the quality is determined by the Silhouette 
coefficient (Cohesion and Separation). The Optimum 
partition is the partition at which we achieved the maxi- 
mum/best value of quality. The maximum is the quality, 
the better is the clustering scheme. Comparisons of RCDA 
Cluster Ensemble algorithm have been done with the Clue  

 

Figure 4. Homogeneous regions identified by RCDA cluster 
ensemble algorithm. 
 
Cluster Ensemble [22] delivered by R software and Best 
of K-means algorithm as shown in Figure 5.  

Results clearly show improved value of quality as 
compared to the Clue Cluster Ensemble and Best of  
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Table 1. Identified cluster ID and mean rainfall. 

Cluster ID No. of grids Mean annual rainfall (mm)

1 13 3630 

2 75 669 

3 83 1220 

4 26 2110 

5 27 1540 

6 15 1510 

7 65 942 

8 34 315 

9 17 3210 

 

 

Figure 5. Comparison of silhouette coefficient of RCDA 
algorithm with clueand best of K-means (Km). 
 
K-means algorithm. Hence best homogeneous regions of 
rainfall have been identified by RCDA Cluster Ensemble 
algorithm. 

6. Discussion of Results  

We observed from the Figure 5 improved value of quality 
as compared to the Clue Cluster Ensemble and Best of 
K-means algorithm. Since the basis of any clustering 
algorithm is judged by its quality and hence best homo- 
geneous regions of rainfall has been achieved by RCDA 
Cluster Ensemble algorithm. 

Figure 4 clearly shows that Rainfall magnitude gradu- 
ally increases from eastern part towards western part of 
India. The results provide strong evidence towards the 
homogeneity of the rainfall regions by RCDA Cluster 
Ensemble algorithm. 
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