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ABSTRACT 

A configuration point consists of the position and orientation of a rigid body which are fully described by the position 
of the frame’s origin and the orientation of its axes, relative to the reference frame. We describe an algorithm to robus-
tly predict futuristic configurations of a moving target in a time-varying environment. We use the Kalman filter for 
tracking and motion prediction purposes because it is a very effective and useful estimator. It implements a predic-
tor-corrector type estimator that is optimal in the sense that it minimizes the estimated error covariance. The target mo-
tion is unconstrained. The proposed algorithm may be viewed as a seed for a range of applications, one of which is ro-
bot motion planning in a time-changing environment. A significant feature of the proposed algorithm (when compared 
to similar ones) is its ability to embark the prediction process from the first time step; no need to wait for few time steps 
as in the autoregressive-based systems. Simulation results supports our claims and demonstrate the superiority of the 
proposed model. 
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1. Introduction 

The importance of designing and developing robots is 
capable of performing a variety of tasks becoming of 
great interest to a large community. For example, autono- 
mous robots to help and cooperate in unsafe environ-
ments in order to clean up hazardous wastes or to 
carry/handle radioactive materials. For true autonomy in 
such tasks, a capability that would enable each moving 
robot to react adaptively to its surrounding environment is 
needed while carrying out a certain task. For instance, 
when a robot navigates between two configurations, it 
should recognize the presence of static and moving ob-
stacles and constantly update its knowledge of the envi- 
ronment. The situation is similar to that of a person cross-
ing a street. 

Despite of the different advances in the field of robot 
motion planning, there are still a number of complex 
problems which require more study and investigation. 
Uncertainty is an important factor that should be consid-
ered when addressing this problem. Uncertainty is a result 
of partial knowledge about the environment, in which a 
robot moves and noisy data captured by sensors. This 
problem is more evident in time-varying (dynamic) en-
vironments. 

Although extensive research was reported on the prob-
lem of motion planning in static environments (e.g., see 

[1,2] for a survey), few studies tackled the problem in 
time-varying environments, for example [3-10]. All of 
these works assume complete knowledge about the envi-
ronment and a full control of the motion of obstacles. 

Few studies dealt with the problem of estimating (or 
predicting) future positions of moving objects. These 
studies have used different techniques such as autore-
gressive models [11-13], collision cones [14], neural 
networks [15], fuzzy control systems [16], and potential 
fields [17]. Such estimation is central for a robot moving 
in a time-varying environment and avoiding obstacles 
while deciding about its next configuration. 

The problem of motion planning may be subdivided 
into three interrelated phases: sensor integration and data 
fusion; scene interpretation and map building; and tra-
jectory planning. Each of these phases consists of several 
sub-problems. One of which is the prediction problem 
that deals with predicting future positions and orienta-
tions of moving obstacles. This information is required 
for trajectory planning of the robot in order to avoid any 
possible future collisions. In the case of humans, the pre-
diction procedure is usually characterized by a high per-
formance and rarely misses its objective. This may be 
because of the accurate decisions we make based on the 
data collected through our biological sensors and what 
we predict about over a period of time. 

In this work, we address the problem of predicting 
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next configurations for moving objects in a time-varying 
environment. We propose an algorithm which predicts 
future positions and orientations of freely moving obsta-
cles using a Kalman filter. To make our analysis practical 
and more realistic, we do not assume any control over the 
trajectories of moving obstacles or the robot. We assume 
that previous and current positions and orientations are 
available from sensory devices. One advantage of this 
model when compared to others is the fact the prediction 
process starts from the first time step without any delay. 
The Kalman filter is a mathematical model that imple-
ment a predictor-corrector that is optimal in the sense 
that it minimizes the estimated error covariance assuming 
some presumed conditions are met. It has been the sub-
ject of extensive research and application. This is likely 
due to the relative simplicity and robustness of the filter 
itself. It apparently works well for many applications in 
spite of the absence of the conditions necessary for opti-
mality. The Kalman filter has been used extensively for 
tracking in interactive computer graphics [18]. It has also 
been used for mo static and dynamic registration in com- 
puter graphics [19], and it is used for multi-sensor fusion 
in tracking systems [20]. 

The paper is organized as follows. Section 2 describes 
the prediction model which includes the mathematical 
equations for predicting positions and orientations of a 
moving object. The complete algorithm is discussed in 
Section 3. Simulation results are demonstrated in Section 
4 and concluding remarks are made in Section 5. 

2. Kalman Filter 

In this section we develop the prediction model in order 
to decide about future configurations (a configuration = 
position + orientation) of moving objects. The following 
set of equations constitute the Kalman filter for the 
model used [21]: 
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where  is the estimator,  is the noisy meas-
urements, 
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 is the filter gain,  is the observa-
tion matrix,  is the predicted covariance matrix 
and  is the error covariance matrix. The model 
symbols will be explained later in this section. 

C
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2.1. Translational Motion 

It is assumed the robot is equipped with a set of sensors 
in order to collect data about its environment. Such data 
is vital for safe navigation. The data is collected in time 

steps where each one represents a short period of time 
 Δ T

iO

. This enables the robot to learn about any moving 
obstacles in its visibility field at discrete points in the 
time-space. For now we are interested in the translational 
motion. Formally, let the position, of a translating obstacle, 

, be ix  and velocity ix . Using vector notation, it is: 
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If the sampling steps are small enough then it is fair to 
assume that the acceleration of a translating obstacle is 
constant or slowly changing. That is, 

  ix t c                     (2) 

where i  is a constant value. Equation (2) may be rep-
resented (using (1)) in state-space form as 
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In order to apply the Kalman filter, the difference 
equation is required: 
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T is the time period, u(t) is the forcing factor, F is the 
state matrix (2 × 2, where the dimensions are determined 
by the number of state variables), G is the excitation ma-
trix (2 × 1, where the dimensions are determined by the 
number of state and forcing variables, respectively.). 
Notice that A, B, F, G, and I are matrices; I is the unitary 
matrix; A and B are computed once. Assuming T = 1, we 
obtain: 
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which is the difference equation representing the moving 
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robot with constant acceleration. This system is observed 
by measuring the positions of the robot. However, posi-
tions are affected by some independent random distur-
bance , so that the observation equation can be 
expressed as 

 k

           1 0y k C k k k    x x k

1

A

     (8) 

with the random disturbance (noise) variance given by 
. Moreover, we start with an initial value 

of the state vector, , and the assumed errors at time 
k = 0, P(0). To compute the state estimates, we start with 
the following covariance equation: 

  2 1R k  
 ˆ 0x
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with input noise Q(0) = 0 for k = 1, we proceed as follows: 

   1 1  0 TP A P                 (10) 

then using the following equation (filter gain): 
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Using (10), C, and assuming R(k) = 1, we obtain: 
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Next, we calculate the prediction term (estimator) 
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where 

   ˆ 1ˆ k A k B   x x            (14) 

All the components required to compute the estimates 
(or filtering equation) are already determined. The errors 
are computed by the error covariance matrix: 

         1P k P k K k C k P k         (15) 

As a consequence of evaluating (12) in (15), the resul-
tant diagonal terms  are the ones of 
interest because they represent the mean-square errors of 
position and velocity. Since velocity affects position, we 
notice that good estimates of position are obtained only 
after obtaining good estimates for velocity. Figures 1 
and 2 show actual versus predicted trajectories of a 
translating object along X-axis and Y-axis, respectively. 
Figures 3 and 4 depict the errors in position and speed, 
respectively. Figures 5 depicts the actual (o) versus pre-
dicted (*) trajectories of the moving object in 2D. 

   11 22P k P k

2.2. Rotational Motion 

In general, a moving object undergoes a combination of 
translation and rotational motion. Therefore, a model for 
predicting rotational motion is necessary to complete 
the prediction model. Without loss of generality, we 

 

Figure 1. Actual vs. predicted trajectories of a translating 
object (point) along the X-axis. 
 

 

Figure 2. Actual vs. predicted trajectories of a translating 
object (point) along the Y-axis. 
 

 

Figure 3. The error in position. 

Copyright © 2012 SciRes.                                                                                  IJIS 



A. ELNAGAR 52 

 

Figure 4. The error in velocity. 
 

 

Figure 5. Actual (o) versus predicted (*) trajectories. 
 
represent a given moving object with its center of mass 
and some other reference (feature) points that be in the 
right place on the object. For example, a line segment in 
space is defined by its center of mass and its end-points. 
We only predict the trajectory of the center of mass and 
then relate the computations to the other reference points. 
Reference points are used to show the orientation of a 
given object. The mathematical analysis for developing 
the rotational-prediction model is analogous to the one of 
the translational case. Formally, let the orientation, of a 
rotating obstacle, iO , be i  and angular velocity i . 
Using vector notation, it is: 
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
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If the sampling steps, of sensing the environment, are 
small enough then it is fair to assume that the angular 
acceleration of a rotating obstacle is constant  id  or 

slowly changing. That is, 

i d i                   (17) 

The analysis follows exactly as for the translational 
case. The resulting model can be used to predict orienta-
tion around X and Y axes. 

3. Prediction Algorithm 

Table 1 describes the main steps in order to generate all 
predicted configurations in 2D. 

We integrate both prediction models introduced so far. 
To illustrate this procedure, we use an example. Suppose 
a line segment, represented by three points 

 1, ,cma a a a 3  is moving freely in a 3-D environment. 
We only predict the trajectory of center-of-mass point 
 cma  that is regarded as a feature point. In view of the 
fact that we deal with rigid bodies, the prediction find-
ings are applied to the other two end-points. The ex-
pected orientation of the line segment at each new pre-
dicted position is also computed. Using both the expected 
position and orientation, a point N A , that belongs to the 
line segment at the current frame of center of mass ref-
erence (N) is mapped to its corresponding position in the 
global frame of reference (W). Formally, 

1 1

W N
W
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A A
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where  is a 4 × 4 homogeneous transformation ma-
trix defined as: 

W
NT

 
Table 1. Algorithm 1. 

Initialize P(0), x1(0) and x2(0) 
For i : 1 to No_of_obstacles do 

For t=1 to N do 
if t < 4 then 

    a=c 
else 
  a=x(t‐1)‐2x(t‐2)+x(t‐3) 
x1(t)=x1(t‐1)+x2(t‐1)+0.5*a 
x2(t)=x2(t‐1)+a 
P11=P11+P22+2P21 
P21=P21+ P22 

K(1)= 11

1 11
P
P

 

K(2)= 21

1 11
P
P

 

Z=Y(t)‐ x1 (t)   
x1 (t)= x1 (t)+K(1)*Z   
x2 (t)= x2 (t)+K(2)*Z   
P22= P22‐K(2) P21 
P21= P21‐K(2) P11 
P11=(1‐K(1)) P11 
Save predicted values and errors 

Next t 

Next i 
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, ,

 represents the 
rotation matrix relating the current frame of reference (N) 
to the global one (W), and x y zd d d   denotes the dis-
placement vector from the origin of N with respect to 
frame W. We use the roll, pitch, yaw angles representa-
tion1 to describe the orientation of N in W. Table 2 
summarizes the steps required to predict the (n + 1)th 
future position and orientation of a free moving object in 
space based on its first n positions and orientations: 

4. Simulation Results 

We presume a 2D environment in which an object is 
freely moving. Based on its past positions, configurations 
are estimated using the proposed model. The prediction 
is carried out over 25 sampling steps. Data points are 
arbitrary chosen. 

In Figures 1-4, we predict the positions and orienta-
tions of the moving object that is specified with a center 
of mass and 3 feature points (vertices). The object trans-
lates freely in 2D. Figures 1 and 2 show both the actual 
sensed and the predicted trajectories of the object transla-
tional motion in 2-D along X and Y axes, respectively. 
The errors between actual and predicted values in posi-
tion and velocity are depicted in Figures 3 and 4, respec-
tively. Note that the position error drops after the first 
observation is processed whereas the velocity error drops 
after the second observation. The mean square errors are 
1.12 and 2.01 distance-units along X and Y axes, respec-
tively. The predicted path is quite close to the actual tra-
jectory as can be seen in Figure 5. 
 

Table 2. Algorithm 2. 

Input previous positions and orientations. 
For i : 1 to No_of_obstacles do 

  For each feature point  Oi do 
Using Algorithm 1, 

1. predict next configuration: position   p px , y  and 

orientation  .  
p px yθ ,θ

2. apply transformation and obtain the resulting 
configuration. 

  Next   

Next i 

The effect of rotational motion of the same object is 
depicted in Figure 6. The mean square error is 0.369 
radians (Figure 7). Figure 8 shows the actual and pre-
dicted trajectories for both translation and rotational mo-
tion. The effect of rotation may be traced by tracking the 
symbols (*) and (+), which indicates the orientation (an-
gle around X-axis). The details of this figure are already 
explained in the previous figures. 

5. Conclusion 

We have described a robust algorithm to predict futuris-
tic configurations of a freely moving target in a time- 
varying environment. We employed the Kalman filter for 
tracking and motion prediction purposes for the reason 
that it is an effective and useful predictor-corrector esti-
mator. It is optimal in the sense that it minimizes the es- 

 

 

Figure 6. Predicting rotational motion only for an object in 
2D; orientation is indicated by the (+: actual) and (*: pre- 
dicted) symbols. 
 

 

Figure 7. Actual (o) and predicted (*) rotational motion. 
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where c  is shorthand for cos  and s  for sin , etc. 
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Figure 8. Actual (solid) and predicted (dashes) configura

mated error covariance. The target motion is uncon-
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