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ABSTRACT 

In this paper, we attempt to obtain the exact probability distribution of the debt-to-GDP ratio in T years, assuming that 1) 
the primary balance is zero and 2) the interest rate and the GDP growth rate are given as exogenous random variables. 
With this approach, researchers can play the “Deficit Gamble” without conducting a Monte Carlo simulation. Calculat-
ing the distribution of the debt-to-GDP ratio would be useful for policy planning. 
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1. Introduction 

Recently, many countries provided fiscal stimulus pack- 
ages to cope with the economic recession arising from 
the financial crisis. As a result, these governments’ debt 
increased, and the fiscal crisis became a very important 
issue, especially in the EU countries. Therefore, it is im-
portant to predict the future path of government debt. 
This paper provides a useful formula to obtain the prob-
ability distribution of the debt-to-GDP ratio in T years, 
assuming that (1) the primary balance is zero and (2) the 
interest rate and the GDP growth rate are given as ex-
ogenous random variables.  

Given assumptions (1) and (2), the debt-to-GDP ratio 
in T years is a random variable. Thus, the time path of 
the debt-to-GDP ratio exceeding a target level given an 
initial condition is purely random. Therefore, this “game” 
is referred to as the “Deficit Gamble”. Ball et al. [1] have 
shown the probability of the debt deficit gamble failing 
in T years in the US, where the deficit gamble is consid-
ered to have failed if the debt-to-GDP ratio exceeds some 
target level. In Ball et al. [1], this probability has been 
calculated using a Monte Carlo simulation. However, as 
shown below, the exact distribution of the debt-to-GDP 
ratio can be easily obtained and thus we can calculate 
this probability without a simulation analysis. We only 
need the standard normal distribution table and a simple 
OLS estimation. Using this simplification, one can easily 
play the deficit gamble. 

The rest of the paper is organized as follows: Section 2 
derives a distribution of the debt-to-GDP ratio, Section 3 

states a useful statistic for the debt-to-GDP ratio, and 
finally, Section 4 concludes our paper. 

2. Literature Review 

The deficit gamble has been suggested in Ball et al. [1] 
and recently has been applied to the Japanese economy in 
Oguro [2]. As stated above, these studies use the Monte 
Carlo simulation to obtain the distribution of debt-to-GDP 
ratio. On the other hand, with the approach developed in 
this paper, researchers need not use the Monte Carlo simu- 
lation, and deficit gamble analysis becomes very simple. 

The deficit gamble approach does not require any eco- 
nomic theory and, therefore, one can mechanically obtain 
information for debt accumulation path. However, an 
analysis using a micro-founded economic model is also 
important for considering how debt accumulates through 
an economic structure. In line with this, Sakuragawa and 
Hosono [3] have used a dynamic stochastic general equi- 
librium model in order to calculate the debt accumulation 
path. 

Our approach would be quite useful for supporting an 
argument for the sustainability of government debt. Re- 
lated to this issue, Bohn [4], Trehan and Walsh [5], and 
Hakkio and Rush [6] have analyzed the sustainability of 
government debt given the economic data. Using our 
approach, one can calculate a counter factual debt ac- 
cumulation distribution if the primary balance would 
have been zero at certain past periods. An analysis such 
as this would become another approach for dealing with 
the sustainability issue. 

*I am grateful to an anonymous referee and Shin Fukuda for their help-
ful comments. This work was supported by a Grant-in-Aid for Scien-
tific Research (No. 22330090) from the Ministry of Education, Culture, 
Sport, Science and Technology, Japan. 

3. Distribution of the Debt-to-GDP Ratio 

Suppose that government debt is accumulated as follows: 
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where t  denotes the nominal government debt at the 
end of term, t  denotes the nominal interest rate, and 

t  denotes the primary balance, which is the govern-
ment spending minus tax. From Equation (1), we get 
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 . Our goal is to obtain the 
probability distribution of the debt-to-GDP ratio in T 
years with zero primary balance. Assuming that the cur-
rent period is zero and that for all , the 
debt-to-GDP ratio in T years is as follows: 
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Following Ball et al. [1], we assume 
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where t  is a normally distributed random variable 
with mean zero and variance 2 . Taking the logarithm 
of Equation (2), we get 
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Since t  can be expressed as the following MA rep-
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Equation (3) can be written as follows:1 
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The above equation can be simplified as follows: 
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Note that the distribution we want to obtain is condi-
tional on the current period’s information  0 0,b x

log Tb
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. 
Equation (4) implies that the distribution of  con-
ditional on  is normal with mean 

 
0 0

1

1
b u


log 

T 
, 

and variance 

 
 

2 21
2

1

1
T

T t   

   
   

1 t 
. 

Noting that 

2 21

1 1

2 2

2

1 1

1 1
2

1 1

T T
T t t

t t

T T

T

 

   

 

 

 

  

 
  

 

 

   

 

and defining z as 

 
   

0 0

2 22

2 2

log log 1 1

1 1
2

1 11

T
T

t
T T

b b u
z

T

  

   
 

   


  
  
    

log logx x

 

We have the following proposition 
Proposition. If 1t t t    and  t   is a 

sequence of independently normal distributed random 
variables with mean zero and variance 2 , then  as 
conditional on 

z
 0 0,b x  follows the standard normal dis- 

tribution. 
2In practice,   and   are not known a priori and 

they have to be estimated on the basis of the available 
information. Regardless, since the estimates of   and 

2 0,1, ,t T  are fixed for  

b f

 years as non-random 
variables, the proposition still holds. 

4. Deficit Gamble Statistic 

In this section, we define a useful statistic for the deficit 
gamble. Suppose that the deficit gamble fails if T , 
where f  is some target level of the debt-to-GDP ratio 
that is set manually by researchers. Now define g , 
which we call the “Deficit Gamble Statistic”, as follows: 
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In this setting, the probability of the debt deficit gam-
ble failing in T years is calculated as  1 F g , where 
 F 

0.5u u

 denotes the standard normal distribution function. 
Here is an example. 

Example. Assume 1t t t  0.02 with   , 

0log 1b  , 0 0u  , and T = 25. Setting the target level f 
= 1.5, we obtain g = 2.6173. In this case, the probability 
of the debt deficit gamble failing in 25 years is 0.005. 

5. Concluding Remarks 

In this paper, we obtain the exact distribution of the 
debt-to-GDP ratio in T years and further develop the 
formula for calculating the probability of the deficit 
gamble, wherein the debt-to-GDP ratio exceeds some 
target level, without conducting a Monte Carlo simulation. 
Calculating the distribution of the debt-to-GDP ratio 
would prove useful for policy planning. 

1This expression can also be obtained from the Beveridge-Nelson de-
composition. For example, see Hayashi [7]. 
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