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ABSTRACT

Necessary and sufficient conditions for a schur complement of a con-s-k-EP matrix to be con-s-k-EP are determined.
Further it is shown that in a con-s-k-EP, matrix, every secondary sub matrix of rank “r” is con-s-k-EP,. We have also
discussed the way of expressing a matrix of rank r as a product of con-s-k-EP, matrices. Necessary and sufficient condi-
tions for products of con-s-k-EP; partitioned matrices to be con-s-k-EP; are given.
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1. Introduction

Let C,, bethespaceof nx ncomplex matricesof order n.
Let C, be the space of al complex n-tuples. For
AeC,. . let 4,47, 4" 45, 4, 4", R(4), N(4) and
p(A) denote the conjugate, transpose, conjugate transpose,
secondary transpose, conjugate secondary transpose, Moo-
re-Penrose inverse, range space, null space and rank of A4,
respectively. 4 solution X of the equation 4AX4 = A4 is called
generalized inverses of A and is denoted by 4. If
AeC,,, then the unique solution of the equations 4X4
= A, XAX = X, [AX] = AX, [X4] = X4[2] is called
the moore penrose inverse of 4 and isdenoted by A" .

A matrix 4 is called con-sk-EP, if p(4)=r and
N(4) = N (4"VK) or R(4) = R (KVA"). Throughout this
paper let “k” be the fixed product of digjoint transposi-
tionin S, ={1, 2, ---, n} and K be the associated per-
mute- tion matrix. Let us define the function
k(x) = (26,0 % 2),---,xk(")). A matrix 4 = (aj) € Coxn iS
s-k symmetric ié & =&, (kg ONLI=L2 0
A matrix 4 € Cy, is said to be con-s-k-EP if it satisfies
the condition Ax=0< A"k(x) =0 or equivalently N(4)
= N (4"VK). In addition to that A is con-s-k-EP<> KVA4
is con-EP or AVK iscon-EP and A iscon-s-k-EP <> 4’
is con-s-k-EP. Moreover 4 is said to be con-s-k-EP, if 4 is
con-sk-EP and of rank r. For further properties of
con-s-k-EP matrices one may refer [1].

In this paper we derive the necessary and sufficient
conditions for a schur complement of a con-s-k-EP ma-
trix to be con-s-k-EP. Further it is shown that in a con-
S-k-EP, matrix, every secondary submatrix of rank r is
con-s-k-EP,.. We have also discussed the way of express-
ing a matrix of rank r as a product of con-s-k-EP, matri-
ces. Necessary and sufficient conditions for products of
con-s-k-EP, partitioned matrices to be con-s-k-EP, are
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given. In this sequel, we need the following theorems.
Theorem 1.1[2]

Let ABeC,,, then

N(4)c N(B)< R(B")c R(4") < B=BA4 4
foral 4~ € A{}

N(4")c N(B")< R(B)c R(4) < B=A4"B
fordl A~ € A{1}

Theorem 1.2 [3]

A B
Let, M = , then
C D

1)

2)

e A"+ A'B(M/A)' C4 —A'B(M/4)'
Loy ea gy

© N(4)c N(C),N(4")c= N(B"),

N(M/A4) < N(C") andN(M/A4) < N(B).

Al M[ (M/D)' —A*B(M/A)T}
-plc(M/D)  (M/4)
& N(4)c N(C)
N(4")c N(B"),N(M/4) = N(CT),
N(M/4)c N(B) and < N(D)< N(B),
N(D")= N(C"),N(M/D)" = N(B"),
N(M/D)< N(C)
When p(M)=p(4), then Mz(é Cj‘B] and
(A"pA" A"PCT
_[BTPAT BTPCTJ’
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2 B. K.N. MUTHUGOBAL

where, P=(A44"+BB") A(4"4+C'C) .
Theorem 1.3[4]
Let 4,BeC,,, and U eC, , beany nonsngular ma
trix, then,
1) R(4)=R(B) = R(UAU) =R(UBU)

2) N(4)=N(B) < N(UAU) =N(UBU)

2. Schur Complementsof con-s-k-EP Matrices
In this section we consider a 2r x 2r matrix M Partitioned

in the form,
A B
M:
< o)

where 4, B, C and D are al square matrices. If a parti-
tioned matrix M of the form 2.1 is con-s-k-EP, then in
general, the schur complement of Cin M, that is (M/C) is
not con-s-k-EP. Here, necessary and sufficient conditions
for (M/C) to be con-s-k-EP are obtained for the class
p(M)=p(C) and p(M)= p(C), analogous to that
of resultsin [5] . Now we consider the matrix

s-[ra) )

2.2)

2.2
(u/c) (u/8) 2
the matrix formed by the Schur complements of M over
A, B, C and D respectively. Thisis also a partitioned ma-
trix. If a partitioned matrix S of the form 2.2 is con-s-
k-EP, then in general, Schur complement of (M/C) in S,
that is [S/(MIC)] isnot con-s-k-EP. Here, the necessary and
sufficient conditions for [S/(M/C)] to be con-s-k-EP
are obtained for the dass p(S)=p(M/C) and
p(S)# p(M/C), anaogousto that of resultsin [5]

As an application, a decomposition of a partitioned
matrix into a sum of con-s-k-EP, matrices is obtained.
Further it is shown that in a con-s-k-EP, matrix, every

where K; and K, are the permutation matrices relative to
k; and k, and let “7” be the permutation matrix with
units in its secondary diagona of order 2r x 2r parti-
tioned in such away that

i
v 0O
Theorem 2.5

Let S be amatrix of the form 2.2 with
N(M/C)= N(M/4) and N[S/(M/C)]< N(M/D),
then the following are equivalent:

(2.4

0

2) (MIC) isacon-sk-EP, [S/(M/C)] iscon-sk,EP.
N(M/C) < N(M/D)" and
N[s/(m/C)] < N(m/4)" .

3) Both the matrices
[<M/c> 0 j . {(M/c>

(M]4) [s/(m]C)] 0
are con-s-k-EP,.

Proof:
Since S is con-s-k-EP, with k=kk,, KVS is Con-EP

0v
1) Sisacon-sk-ER, marix withk =k;k, and V= (v ]

(M/D) ]
Ls/(m/c)]

K, o
and K =[ ! J where K; and K, are permutation
o 2

matrices associated with k; and k, and V' = [0 VJ .
vV O

Consider P=£] (M/A) M/C)J.
0] 1

I o)
{worsien 1)

dary sub matrix of rank r, is con-s-k-EP, Through-
o s scton k= oith. LZL 0 [S/(M/C)]]_
K, 0 (M/C) 0
Kz(o1 Kj (2.3) Clearly P and Q are non singular.
2 Now,
KVPQL:(’% OJ(O j[l (M/A)(M/C)J L0 o [s/m/o)]
o K,)\v o)lo I (M/D)[S/(m/C)] I )\(M/C) 0

Ky O

(M/D)[s/(m/C)]

Koy(M]4)(M/C) (M]C)

[ Klv(M/C)

Copyright © 2012 SciRes.

(0 Klvj I+(M/A)(M/C) (M/D)[S/(M/C)] (M/A)(M/C)[ 0 [S/(M/C)}J
I (M/C) 0

Ky(M/D)[S)(M/C)] [S/(M/C)] }

Ko [8/(4/C) ]+ (] A) (M) (/D) 5/(M/C)] [5/(/C)]
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Since, N(M/C)c N(M/A), by Theorem 1.1 we
have (M/4)=(M] 4)(M/C) (M/C),
thatis, K,v(M/A)=Kv(M/A)(M/CY (M/C).
Since, N|[S/(M/C)]< N/(M/D),
we have by Theorem 1.1
(M/D)=(M/D)[s/(M/C)] [S/(Mm/C)].
That is,
Kyv(M/D)=
Also,
Ky[S/(M/C)]
+(M/Aa)(mfC) (M/D)[s/(M/C)] [S/(M/C)]
= K,v(M/B).

Ky(M/D)[s/(M/C)] [$/(M/C)].

Since,

(Ls/(m/C)]=(M/B)-(M]4)(M[CY (M[D)),

therefore,

o= 00 Koo
(0 e o)
(5 )2 e )

=KVS

Thus KVS isfactorized as KVS = KVPQL.

Hence p(KVS)=p(L) and N(KVS)= N(L).

But S is con-s-k-EP. Therefore, KVS is con-EP (By
Theorem 2.11 [1]).

N(KVS) = N(KVS)" = N(L)= N(S"VK)

Therefore, by using Theorem 1.1 again we get,
S™VK =S"VKL L holdsfor every L.

_[(m)a)" (mfc) T(O szj
(M/B)" (M/D) ) \"Ki O
[(M/C)Tv \ (M/A)TvKZ}
(M/D)" vK, (M/B)" vK.

Asthe equation (at the bottom of this page).
and since

p[ Ky(M/C) J p| Kw(M/C)]
= p|(M/C) K, |= p(M[C)
N](M/c) vk, |
Hence, (M/C) is con-s-k-EP.

From (M/D) vk, =(M/D)" vK,(M/C) (M/C),
isfollows that

N(M/C) N| (M/D)' VK, |

= N[(M/C)T vKl] c N[(M/D)T vKl]
(using (M/C) is con-s-k-EP,).

Therefore N(M/C) < N(M/D)" .

After substituting
(M/B)=[S/(m/C)]+(M/[4)(Mm[C) (M/D)
and using

(M/A4) vK

o =(M/B) vK,[S/(M/C)] [S/(M/C)]

= N(M/C)=

2 =(M[4) vK,[S/(M/C)] [S/(M/C)]

(M/B)" vK

STVK = STVKL L = {(M/C)T vk, (M/A): szJ
(M/D) Ky (M/B) vK,

0
[[s/ M/C

=
<
~
2
<
~
2
%,
X
l_l

(M/C) | o [s/(m/c)]
o Jl(m/C) 0

)]
s/(m/C)] [S/<M/C>JJ
s/(m/C)] [s/(m/C)]

:>(M/C)T vKlz(M/C) vKl(M c) (M/c)

Copyright © 2012 SciRes. ALAMT



We get,
(M/B) vK, =(M/B) vK,[S/(M/C)] [S/(M/C)]
(LS/(m/CY]+ (M) ) (m]C) (M/B))T VK,
=[S/(m/c)]

s[(ma)(m/Cy (M/B)] vi,[5/(m/C)] [S)(m/C)]
[5/(m/C)] vic, +[ (M) 4) (/) (m/B)] Wk,
=[5/(m/C)] VK, [ S)(m/C)] [5/(m/C)]

[ (m/a)(mfC) (M/B)] vk, (M[C) (M/C)
[s/(M/C)] vk,

=[s/(m/C)] vi,[5/(m/C)] [5/(m/C)]
= N[S/(M/C)]c N[S/(M/C)] VK,

By Theorem 1.1
and since

p(Kar[S/(M1C)]") = p[s/(M/C)] =[5/ (m1/C)]

we get,

B. K.N. MUTHUGOBAL

N(K[S/(M/C)] )= N[s/(m/C)]
= N([S/(M/C)JVKZ) = N[S/(M/C)J
= [S/(M/C)] is con-s-k-EP;

Further
(M/A)T VK.

= N[S/(M/C)]eN

,=(M/4) vK,[S/(M/C)] [S/(M/C)]
((M/4)" vk )
) N((b/ 4y
:N([S/M/C 2) N((b/ 4y
(M/4)"
Thus2) holds2) = 1). Since

N(M/C)e N(M[4), N(M[C) < N(M/D),
N[S/(M/C)]< N(M/D) and

T

= N[ K[ S/(M/C)]

= N[S/(M/C)] =N

N[S/(M/C)] = N(M/A)" holds, according to the
assumption by applying Theorem 1.2, (KVS)T is given

by the formula

Ky(M/C)+ ( 1"(M/C))( 1"(M/D))

~(Kav (M/C))(Kpp (M/D)) (K[ /(M) )

(KVS)=| (K [S/(/C)] (Koy(b]4))) (K (b1/C))
(K [S)(M/C)]) (Kv(b] 4)) (K (M/C)) Ky[S/(m/C)] (2.6)
_ Ky(M/C) +(M/C) (M/D)[S/(M/C)] (M]4)(Ky(M/C))" —(M/C) (M/D)[S/(M/C)] K,
-[S/(m/C)] (M]4)(Kw(M/C)) [S/(m/C)] v&
(K (M/C))(Kp(M/C)) ( |
. ) ~(Kp(M/C))(M/C)
+(kp(M/C))(M/C) (M/D)[S)(M/C "
(Kw(m/C))((m/C) (m/D)[S/(M/C)] ) s
(] 4)(Kyw(M/C))' ~(Kpv(M/D))[S/(M/C)] +(Ko (/D)) S/(m/C)] vk
ks|[kvs] =| +(M/4) (K (M/C))
(Kov (M A)) Ky (M/C))' (Ko (4] 4))(M1/C)' M(fD(f/jji(CM/Ci
(M/D)[S/(m/C)] (M/D)(Kw(M/C))' (/D)L S//C)] >
+(K,v(M/B))[S/(M/C)]vK,
~(Kov(M/B))[S/(M/C)] (M]4) (K (M/C))
Copyright © 2012 SciRes. ALAMT



B. K.N. MUTHUGOBAL 5

According to Theorem 1.1 the assumptlons NWMIC) <
NMIA) and N/(M/C)" < NJ(M/D) =[S/(M/C)]
isinvariant for every ch0|ce of (M/C )

Hence

Kv(M[B)=K,[S/(M/C)]
+(Kw(M/C))(Kw(M/C) (K (M/D)))
Therefore
K[ S/(M/C)]
= K,v(M/B)—(Kv(M/4))(Ky(M/C)) (Kv(M/D))
= (K,v(M/4)) (Kw(M/C)) (Ky(M/D))
=(K,v(M/B))-K [ S/(M/C)]
= Kv(M/B)(M/C)' (M/D)
= K,v((M/B)-[S/(M/C)])
= (M/A)(M/C)' (M/D)=(M/B)-[S/(M/C)]
Further using
K,v(M/A)
= (K [8/(u1/C)]) (Ko [S)(1/C)] ) (Kv(/ 4))
and
Ky(M/D) = (Kp(M/C)) (Kp(M/C)) (Kw(M/D)).

That is
K,v(M/A)

= K[ S/(M/C)][S/(M/C)]"vK,Kv(M]A)
= KK,v[S/(M/C)][S)(M/C)] (M]4)
(M/4)=[S/(M/C)][S/(M/C)] (M]4)

and

K(M/D)= K (M/C)(M/C) vK,Kv(M/D)
=Ky (M/C)(M/C)' (M/D)

(M/D) =(M/[C)(M/[C) (M/D),

(KVS) (KVS)" reducesto the form,

Asthe Equation (a) below.

(ky(M/D))'
= (K (M/D)) (K[ S/(M/C)]) (K[ S/(M/C)))

and

(Kpv(M/4)) = (K,v(M]4)) (Kp(M/C))'( lv(M/C))
that is, (M/D)=(M/D)[S/(M/C)]'[S/(M/C)]

and

(M]4)=(M/ 4)(M/C) (M[C), (KVS)(KVS)

reduces to the form
Asthe Equation (b) below.

Since, (M/C) is con-ski-EP = Ky(M/C) s
con-EP.
Therefore we have

[Ky(M/C)|[Kp(M/C)]
= [Kl"(M/C)]T [Kl"(M/C)}

Similarly, since [S/(M/C)} is con-s-k-EP,. We
have,

(Kov(M/C)) (K[ S/(M/C)])"
= (K[ S/(m/C)]) (K[ S/(M/C)])

Thus
(KVS)(KVS)' =(KVS) (KVS)
= KVSS'VK = S'"VKKVS
= KVSS'WK = S'S

= KVSS" = S"SKV
= S iscon-s-k-EP (by Theorem 2.11 [1]).
Thus1) holds2) < 3)

(KZV(M/C) 0 ]

Kyv(M/4) Kp[S/(M/C)]

iscon-EPif andonly if Kv(M/C) and

K[ S/(M/C)] arecon-EP.
Therefore,

5 )0 ZJ[W/C) [sjoic J]

Againusing
(KVS)(KVS)' = (K (M/C)) (K (M/C)) 0 @
0 (K[ S/(M/C)]) (Kv[S/(M/C)] )
(KVS)(KVS)' = (K C)) r(/)) ° . (b)
0 (K[ S/(m/C)]) (Kzr[S/(m/C)])
Copyright © 2012 SciRes. ALAMT



6 B. K.N. MUTHUGOBAL

is con-EP if and only if K,v(M/C) and K,v(M/C)are
con-EP.

(M/C) 0

( M/4) [S/(M/C)]
(M/C) iscon-s-k-EPand [S/(M/C)] iscon-skyEP.

Further N(M/C)c N(M/A)

) is con-s-k-EP if and only if

and N[S/(M/C)] < N(M/D)

Ky(M/C)  Ky(M/D) . ,
Also ( 0 sz[S/(M/C)]J is con-EP if
andonly if and K,v[ S/(M/C)] and con-EP.
M/c)  (M/D)
0 [S/(Mm/C)]

and only if (M/C)is con-sky-EP and [S/(M/C)]is

Therefore, [( J is con-s-k-EP if

con-sk-EP further N (M/C) cN(M/D)  and
N[s/(mM/C)] < N(M/D).

This proves the equivalence of 2) and 3). The proof is
complete.

Theorem 2.7

Let S be amatrix of the form (2.2) with
N(M/C) < N(M/D)" and
N[S/(M/C)]T c N(M/A4)", then the following are

equivalent.
1) Siscon-s-k-EP with k = k;k, where

(Kl o] (0 vj
K= and V =
0 K, vV 0
2) (M/C) is con-sk-EP. Further and [S/(M/C)]
is con-sk-EP. Further N(M/C)c N(M/A4) and

N[S/(M/C)] = N (M/D)

(M/C) 0 ]

3) Both the matrices { M/ 4) [S/ (M/C) ]

an (M/C) (M/D) are con-s-k-
‘ ( 0 [S/(M/c)]] B

Pr oof

This follows from Theorem 2.5 and from the fact that
Siscon-sk-EP < S'iscon-s-k-EP.

In particular, when (M/D)=(M/4)", we got the fol-
lowing.

Corollary 2.8
esS= ((M/A) (M/B)TJ with
(M/C) (M]4)

N(M/C)c N(M/4) and

Copyright © 2012 SciRes.

N[S/(M/C)]c N(M[A)" .
Then the following are equivalent.
1) Sisacon-s-k-EP matrix.
2) (M/C) is con-sky-EP and [S/(M/C)] is con-s-
k,-EP.
M/C) 0

3) The matrix ((M/A [S/ M/C ]

J iscon-s-k- EP.

Remark 2.9

The conditions taken on S in Theorem 2.6 and Theo-
rem 2.7 are essential. This is illustrated in the following
example.

4 B
Let M=
o)

T N e e P
2 2o 3)
o 2 3

vr1a)-(3 L onm-( % 2,

M =

L), e

L3 ook
ool o), [lo ol o
folo o) G oo ol
N (3

KVS is symmetric of rank 3
= KVSiscon-EP= Sis con-s-k-EP.

[S/(M/C)]|=(M/B)~(M/D)(M]C) " (M]A)
R RN

ALAMT



B. K.N. MUTHUGOBAL 7

Hence sz[s/(M/C)]:(g 3] is con-EP,
thatis [S/(M/C)] iscon-sk-EP.

Also, (M/C):{_l1 iszlv(M/C):(_ll ;] is

con-EP. Kv(M/C) iscon-EP = (M/C) iscon-sky-
EP.
Moreover N(M/C)c N(M/4)and

N(M/D)" = N(M/C)" .But

N[S/(M/D)]= N(M/D) and

N[s/(M/C)] = N(M/A)" .
Further

oo o ) |43
KV((M/A) [s/<M/c)ﬂ= I

con-EP.

Therefore,

(M/C) (M[D) ) .

[ 0 [S/(M/C)]J is not con-s-k-EP.

Thus the Theorem 2.5 and the Theorem 2.7 as well as
the corollary 2.8 fail.
Remarks2.10

We conclude from Theorem 2.5 and Theorem 2.7 that
for a con-s-k-EP matrix of the form 2.2 and k = kk»

where K:[lgl ko] and V:[S ;j the following
are equivalent. 2
N(M/C)c N(M/[4), 211
N[S/(M/C)]< N(M/D) '
N(m/C) < N(m/D)", .

N[s/(m/C)] = N(M/A)

However this fails if we omit the condition that S is
con-s-k-EP.
For example,

Copyright © 2012 SciRes.

A B
Let M= , Where
C D

R AR R

0 -2

(M/B):{—l o]’ (M/C):[_ll j
vrio)-=( )
(M/4) (M/B)J

(/c) (/D)
oG
R

S:

is not con-EP.

1
"I (1 0y (-1 0
(0 1} (0 —ZJ
Therefore S is not con-s-k-EP.

Here Ky(M/C)= (_11

_1j is con-EP.
]
= (M/C) iscon-s-k-EP.
Kyv(M/D)#(Ky(M/D))
Ky(M/D)#((M/D) vKl)T ,
(M/D) = vK,A"VK, ,
v(M/C)cv(M/A),
and v(M/C)" cv(M/D)" .
Hence [S/(M/C)] is independent of the choice of
(M/C) .

Now

ALAMT



8 B. K.N. MUTHUGOBAL

[S/(m/C)]=(M/B)~(M]4)(M/C) (M/D)
(M/B) (0 j (M].4) (2 (1))
0 1 -1

(M/D) ( ) 2} (M/C)? ( ) _J
[sfone=( 5 )

Ky[S/(M/C)]= (_01 _11j is not con-EP.
=[5/(M/C)] isnot con-s-k-EP.

Also, N[s/(M/C)]" < N(m/D)" .But

N[S/(M/C)]& N(M/D).

Thus, 2.12 holds while 2.11 fails.
Remark 2.13

It is clear by Remark 2.10 that for a con-s-k-EP mar-
trix S, formula 2.6 gives (KVS) if and only if either
2.11 or 2.12 holds.
Corollary 2.14

Let S be amatrix of the form 2.2 with K and V are of
the forms 2.3 and 2.4 respectively, for which (KVS)T is
given by the formula then S is con-s-k-EP if and only if
both (M/C) and [ S/(M/C)] and con-sk-EP.
Pr oof

This follows from Theorem 2.5 and using Remark
2.13. Now we proceed to prove the most important
Theorem.
Theorem 2.15

Let S be of the form 2.2 with p(S)=p(M/C)=r
Then S is con-s-k-EP, and K and 7 are of the form 2.3
and 2.4 if and only if (M/C) is con-s-k;-EP, and

T
(M]4) (M/C) v, =((M/C) (M[D)VE,) .

Pr oof
Let S be of the form 2.2 and let k= kjk, with

o F

v(M C) 1v( )
e [ o(MJA) Koy(M] J
Since p(S)=p(M/C)=r,
p(KVS)=p(Ky(M/C))=r by]6]

N(M/C)=N(M]4), N(M/C) < N(M/D) and
(KVS/Kw(M/C))
= K[ S/(M/C)|=0=[S/(M/C)]=0

By Theorem 1.1 these relation equivalent to
Kv(M]A4)=K,v(M/4)(M/C),

Kv(M/D)=Ky(M/C)(M/C)" (M/D) and
Kyv(M/B)= K,v(M/ 4)(M/C)' (/D)
Let us consider the matrices

pz(é <M/A)(M/c>j

1

Q:(é (M/C)TI(M/D)J e L:((Mc/)c) g]

els 200 3

J( (M/C) ( M/D)

M/A (M/C) (M/C)
(M/C)

(M/C)

_ [M/A )(M/C)(M/C)

Copyright © 2012 SciRes.

(M/4)(M]

(m/c)' M/D J

)(M/c)* (M/C) (M/c)]
(M/C)(M/C) (M/D)

Ky(M/C)(M/C) (M/D)]

Kv(M/4)(M/C)" (M/D)
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Thus KVS can be factorized as KV'S = KVPLQ. Since
KVP = (KVQ)".
We have KVP'VK=0Q. Therefore,

KVS = KVPLKVP'VK
= (KVP)(LKV)(KVP)"
= (KVP)(KVL)(KVP)'

[since LVK = KVL].
Since (MIC) is con-s-k;-EP.. We have kiw(MIC) is
con-EPR..
Therefore N(L)=N(L'VK)
(Theorem 2.11 of [1])
= N(KVL)=N(KVL)'
By Theorem 1.3
N[ (KVP)(KVL)(KVP)' | = N[ (KVP)(KVLY (KVP)']
= N(KVS)= N[ (KVS)" ]
= N(8)=N[S"VK]
= S iscon-s-k-EP (Theorem 2.11 of [1]).
Since p(S)=r,Siscon-sk-EP.

Conversely, let us assume that S is con-s-k-EP,.
Since S is con-s-k-EP,, KVS is con-EP,. Since KV'S =
KVPLQ, one choice of

0 O
(KVS) = Q{(M/C)T o] P'VK KVS iscon-EP

= N(KVS)=N[(KVS)" | By Theorem 1.1
(kVS) =(KVS) (KVS) (KVS).
That is,

[Klv(M/C) Klv(M/D)jT
Kv(M/A) Kv(M/B)

) (Klv(M/C) K1V(M/D)JT

T\ Kp(M/A4) K,v(M/B)

[ 0 o
¢ [(M/CY 0]

Kyv(M/C) Klv(M/D)J

PlVK(sz(M//o Kw(M]5)

Asthe equation (at the bottom of this page).
or conversely,

(Ky(M/C)) =(Kp(M/C)) (M/C) (M/C)

and (K,v(M/C)) =(Kp(M/C)) (M/C) (M/D)

From (Ky(M/C)) =(Ky(M/C)) (M/C) (M/C)
it follows that

N(M/C)=N] (K (m/C))' |

= N(M/C)c N(M/C)" vK, = (M/C)
is con-s-k-EP.

Since p(M/C)=r.(M/C) iscon-s-k-EP.
From

(K, v(M/A))

it follows that.
Now,

Kov(M]4)(M/C)'

= (K (M/C)) (M/C)' (M/D)

T

=(M/D)"((M/ T)T( v(M/C))(M[C)'

M/DT(M/CT)T(M/C (M/C)Kyy)
= (M/D) [(M/C)' (M/C)(M/C) | (v&,)
= (M/D)'| (M/C) }

= Kp(m/C) (M/D)}

(By theorem 2.11 [1])

Ky(M/A)(M[C) =[(m)C) (M/D)] WK,
(4] 4)(M/C) v, = K] (m[C) (/D)

(] 4)(M/C)' VK, =[ (M[C) (M/D)K, |

Mark 2.16

When (M/A) is non singlular, KV(MIA) is automati-
cally con-EP; and (M/A) is con-s-k-EP, and Theorem 2.15
reduces to the following.
Corollary 2.17

Let S be of the form 2.2 with C non singular and
plS1=p(M/C). Then Sis con-s-k-EP with K = kik,

- (S SJ o (M/A4)(M/C) K,
=[(m/c) (m/p)vi, |

T

{(Klv(M/C))T (Klv(M/A))TJ:[(Klv(M/C))T(M/C)T(M/C) (K (M/C)) (M/C) (M/D)

(Ky(M/D)) (Kv(M/B))

Copyright © 2012 SciRes.

(kw(M/D)) (M/C) (M/C) (Kp(M/C)) (M/C) (M/D)
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Remark 2.18

When k(i) = i, we have K; = K, = I, then the Theorem
2.15 reduces to the result for con-s-EP matrices.

When KV = | then Theorem 2.15 reduces to Theorem
3of [5].
Remark 2.19

Theorem 2.15 fails if we relax the condition on the
rank of S.

For example, let us consider the matrix S and K given
in Remark 2.10, p[KVS]=p[S]=

But p(KV (M/C))=p(M/C)=

p(KVS) # p(Ky(M/[A))= p(S) = p(M/A).
KVS isnot con-EP

Therefore S is not Con-s-k-EP.
However,

1 0)YO0 1)-1 -1
KlV(M/C):(o 1)(1 0}(1 —J .
0 1)/-1 -1 1.1 is con-EP.
Loy G
Therefore (M/C) is con-s-k,-EP and
4 1(-1 -1
:E[—l —1)’

(M/A)(M/CY K, = E[‘l ‘1j ,

(M/C)

2\-1 -1

_ -1 0
(M/C)*(M/D)vK, =[_1 0].
Thus the theorem fails.
Coroallary 2.20
Les S be a 2r x 2r matrix of rank r. Thus S is

con-s-k-EP; with K = K;K,, where

(Kl OJand Vo= (v Oj<:> every secondary sub
0 K, 0 v
matrix of S of rank r is con-s-k-EP..
Pr oof

Suppose S is con-s-k-EP, matrix then KVS is an
con-EP, matrix by Theorem 2.11 [1]. Let K,v(M/C)
be any Principal submatrix of KVS such that
pLKVS] = p[ K;v(M/C)]=r, then there exists a permu-
tation matrix P such that,

Kyv(M/C) Klv(M/D)]

(KVS)' = P(KVS)P" [sz(M/A) K,v(M/B)

with p[KVS]=p[Kw(M/C)]=r. By [4] [KVS] is
con-EP,. Now we conclude from Theorem 2.15 that
(Kv(M/C)) is con-ER. That is (MIC) is con-s-ky-EP;
Since [MIC] is arbitrary it follows that every secondary
submatrix of rank r is con-s-k-EP.. The converse is ob-
vious.

The conditions under which a partitioned matrix is
decomposed into complementary sum and S of con-s-
k-EP matrices are given. S; and S, and caled comple-
mentary summands of S if
S=8+S,and p[S]:p[Sl]-i-p[Sz].

Theorem 2.21
Let S be of theform 2.2 with

p(8)=p(M[C)+ p[S/(M/C)],

where [S/(M/C)]=(M/B)~(M/A)(M/C) (M/D)
and K is of theform 2.3 and V' is of the form 2.4. If (M/C)
is con-s-k;-EP and [S/(M /C)} is con-s-k,-EP matrices
such that

(M/4)(M/C)'vK, =((M[C)' (M/D)K, )T and

. =([s/(m/0)] (M/C)vKl)T

then S can be decomposed into complementary sum-
mands of con-s-k-EP matrices.
Proof

Let us consider the matrices,

(M/C) (M/C)(M/C)' (M/D)
(M/4)(M/C) (M/C) (M]4)(M/C) (M/D)

(M/D)[S/(M/C)] vK

1

and

(1-(mfc)(m/c)')
(M/D)

T )

(1-(m/c) (m/C))

Taking into account that

(M/C) N((M/a)(M/C)' (M]4))

N(M/C)vK, < N((M/4)(M/C)' (M/C))T vK, and

[s/(m/0)]

[5,/(m/C)]=(m]4)(M/[C)' (m/D)~((M/4)(M/C) (M/D))(M[C) ((M/C)(M[C) (M/D))

= (M/4)(M/[C) (M/D)-((M[4)(M/C)')((M/[C)(M[C) (M[C))(M/[C) (M/D),

+

(m/4)(m/C
0

Copyright © 2012 SciRes.

) ( )
(M/4)(M/C)' (M[D)~(M/4)((M/C) (M/C)(M/C)")(M/D)
)’ (M/D)~(M/4)(M/C)' (M/D)
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We abtain by [6] that

p(Sy)=

p(M/C). Since (M/C) is con-s-k;-EP and

(v 4)(p/C)' (M]C))(M/C) VK,

=(M/4

M/c)T (M/C)(M/C)" VK,

(
=(M/4)(

)(M/C) VK,
)

—((myey (m/p)k,)
~((m/c) ((m/c)(m/c) (M/D))VKZ)T

We have by Theorem 2.15, that is S; is con-s-k;-EP.

Since p(S)=p(M/C)+p[S/(M/C)],
Theorem 1 of [6], gives

N[s/(m/c)]=N([1-(m/c)(m/c) |(m/D)),

(1]

(2]

(3]

(4]

[ 1-(m/c)(m/c) |(M/D)[s/(m/C)] vk
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