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#### Abstract

Estimation of parameters and random effects using true maximum likelihood methods is compared to the commonly used penalized maximum likelihood method. The simulated catch-at-age datasets have all conceivable noise in stock and fishing dynamics in addition to the observation error on the catch. Improvement is modest in simple models but refinements that are only possible with these methods provide additional precision. Unbiased estimation of natural mortality is made possible with these methods, but precision is low unless variation in fishing effort between years is large and other variation small, in particular the uncertainty in the recruitment. Relatively unbiased estimates of all other input parameters and variances were obtained. Alternately the stock may be updated with the catches directly, rather than through the fishing mortality. This can be done exactly and such that bias in the final stock is small. Such a model will test a different error structure and may also be more appealing for presentation of results as the catches are in better agreement with the changes in the estimated stock.
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## 1. Introduction

During a review of the assessment modeling of the fish stocks of Iceland several questions on analytical approach came to the fore. In the early Virtual Population Analysis (VPA) work the stock was updated by subtracting the observed catch (C) each year, with a correction for the interaction of the fishing and the natural mortality that may be approximate as in Pope [1,2] but these calculations can also be exact (see appendix). This approach is here referred to as the $N-C$ model. In what is commonly referred to as statistical catch-at-age analysis the stock is updated using the estimated fishing mortality (F) for that fishing season and age class. If the logarithm of the stock $\ln (N)$ at a given age is denoted by $n$ then the formula to update n for this age class to the next year is $n-Z$, where the estimated total mortality $(Z)$ is the sum of the estimated fishing and estimated (or assumed) natural mortality $(M)$ of each age class in each year $Z=F+M$. This is here referred to as the $n-Z$ model. The effect of the Pope approximation on the selection function has been studied [3] but little attention appears to have been given to the difference in the error structure of these approaches. By using not an approximation but exact $N-C$ calculations (see Appendix), there is no distortion in the selection function so the focus here can be on the effect of the
randomness in these two models. In the $n-Z$ model any errors in the estimate of $Z$ will be propagated through the stock equation from one year to the next and show up as correlations in the residuals. This error may be due to fluctuations in the selection by age $(S)$ that do not fit the generally assumed so called separable $F=E * S$ model of fishing effort by year $(E)$ and selection by age, or indirectly due to variation in natural mortality and errors in the observed catch. The $N-C$ model is not directly affected by errors in the estimated $Z$, but observation errors in the catch will be propagated unmitigated through the stock equation. The errors in reported catch may be due to misclassification by age (generally by age-length-keys), misreporting and gear induced mortality.

With true likelihood methods (integrated likelihood, IL) such as Kalman filter [4,5] it is possible to get estimates of these unobserved internal errors and even correct for them. Earlier modeling of this stock had used the penalized maximum likelihood (PL) method where the point likelihood of both parameters and state variables is jointly maximized simultaneously, but this method has been demonstrated to produce biased estimates and poor precision even when limited to problems where this appears to work [6] and Markov chain Monte Carlo simulations with these methods are of no value in this situation. A recently available public domain statistical package ADMB-

RE (Auto Diff Model Builder Random Effects) offers a general way of applying the IL method to problems of this kind $[7,8]$ and produces exactly the same results on tested linear time-series problems as obtained with the Kalman filter and in close agreement when applied to simple catch-at-age models assuming normal errors in the observations in log-space.

Another advantage of the IL methods is that certain other variances can be estimated that can not be obtained with direct PL methods, where these variances would have to be assigned some arbitrary fixed values. However in some datasets these errors still do not get estimated (the variance tends to zero) even with these advanced methods. The IL method on Icelandic haddock with catch at age data 1979-2008 and survey data for most of the period could not estimate the variance in the fluctuations in the fishing mortality by year and age around the $\mathrm{E} * \mathrm{~S}$ model. To further investigate this and the two model approaches mentioned above both were run on simulated datasets in ADMB-RE to see how they compared and how frequent zero estimates of variances were. Also of interest was what gain in precision is obtained by application of these more advanced methods, and by incorporating more detail in the models, that these methods allow. The base model tested here has the features of a model used in assessments at the Marine Research Institute in [9], but then with the PL method. Only the IL method allows for refinements. The most refined model estimated is the same as the model used to generate the data so model misspecification is not addressed here.

## 2. Simulated Catch-at-Age Data

The input values for the simulated data were set similar to estimates obtained from the haddock stock of Iceland data, but with more variation and never zero variation. One would expect the $N-C$ model to perform better when the observation error in the catch is small, but the $n-$ $Z$ model better when the fishing mortality is close to the separable $E * S$ model. The variation in the fluctuations in the fishing intensity was therefore set equal to the observation error of the catch, for a reasonable comparison of these two models.

Catch at age data were simulated over 41 years $(t=1-$ 41) starting of with a constant recruitment of 1 unit of fish (log recruitment $r=0$ ) for the first years. There are 7 age classes $(a=3-9)$ in the data. The generated initial first year stock was balanced with respect to the input natural mortality ( $M=0.2$ ) plus fishing effort ( $E=1, f=$ $\ln (E)=0$ ) with no error and a Logistic selection function of the age giving $50 \%$ selection at age $5\left(S_{50}=5\right)$ in the catch and with slope $b=0.7$ at age $S_{50}$. The fishing intensity is then $0.2 E$ for the first recruited age class $(a=3)$ and $0.95 E$ for the last $(a=9)$. There is no noise in the slope $b$, but year effects in the $50 \%$ selection age and in
the $\log$ of the fishing effort $(f)$ are both given by a first order auto-regressive process of the form:

$$
u_{t}=r u_{t-1}+e_{t}
$$

where $\varepsilon$ is iid $\mathrm{N}\left(0, \sigma^{2}\right)$ and $u_{0}=0$ for both:

$$
S_{50, t}=S_{50} \exp \left(u_{S, t}\right)
$$

with $\rho_{s}=\rho_{f}=0.5, \ln \left(\sigma_{S}\right)=-1.5$ and $\ln \left(\sigma_{f}\right)=-1$. Additional noise in the fishing effort $(d)$ is iid $\mathrm{N}\left(0, \sigma^{2}\right)$ with $\ln \left(\sigma_{d}\right)=-2$. The selective fishing and total mortality by age and year is

$$
\begin{gathered}
F_{t, a}=E_{t, a} /\left(1+\exp \left(-b\left(j-S_{50, t}\right)\right)\right) \\
Z_{t, a}=F_{t, a}+M
\end{gathered}
$$

The first two age classes are assumed not recruited to the fishery and invisible in the data so that the recruitment to age class 3 in year 4 is a Ricker function of the stock in year 1. The logarithm of the recruitment $(r)$ for these first years was set 0 . The spawning stock $(B)$ was taken as the sum of the number of fish in age classes 5 9 in the data (thus knife-edge maturation 2 years after recruitment and no fish weights in the model)

$$
B_{t}=\sum_{a>4} \exp \left(n_{t, a}\right)
$$

The input parameters to the Ricker function are the logarithm of the spawning stock giving maximum recruitment: $\ln \left(B_{\max }\right)=-0.5$, and the logarithm of maximum recruitment: $\ln \left(R_{\max }\right)=0.4$.

$$
\begin{gathered}
r_{t+3}=\ln \left(R_{\max }\right)+\ln \left(B_{\mathrm{i}}\right)-\ln \left(B_{\max }\right)+1-B_{\mathrm{i}} / B_{\max } \\
n_{t, 1}=r_{t}+\varepsilon_{t}
\end{gathered}
$$

where $\varepsilon$ is $\operatorname{iid} \mathrm{N}\left(0, \sigma_{r}^{2}\right)$ with $\ln \left(\sigma_{r}\right)=-0.5$
The log of the stock is simulated with additional noise

$$
n_{t+1, a+1}=n_{t, a}-Z_{t, a}+\eta_{t, a}
$$

where $\eta$ is iid $\mathrm{N}\left(0, \sigma_{n}^{2}\right)$ with $\ln \left(\sigma_{n}\right)=-2$.
This gives the log of the catch with observation error.

$$
c_{t, a}=n_{t, a}+\ln \left(\left(1-\exp \left(-Z_{t, a}\right)\right) F_{t, a} / Z_{t, a}\right)+\mathrm{e}_{t}
$$

where is iid $\mathrm{N}\left(0, \sigma_{c}^{2}\right)$ with $\ln \left(\sigma_{c}\right)=-2$.
No correlation structure was incorporated in the data generation or the models.

## 3. Estimation Procedure

The objective function $(g)$ to be minimized is the sum of several terms each of which is summed over all appropriate $t$ and a where they occur. For simplicity the summation symbols are left out here. Parameters $\left(f, S_{50}\right.$, $\left.\rho_{f}, \rho_{s}, b\right)$ and all variances $(\sigma)$ are estimated back from the data.

All models have the auto-regressive processes $u_{S}$ around $S_{50}$ and $u_{f}$ around $f$ that are state vectors (random effects) with the estimated variances $\sigma_{f}^{2}$ and $\sigma_{s}^{2}$ and
the identical objective function components:

$$
\begin{aligned}
& g_{1}=\ln (\sigma)-0.5 \ln \left(1-\rho^{2}\right)+0.5\left(\mathrm{u}_{1} / \sigma\right)^{2}\left(1-\rho^{2}\right) \\
& g_{u}=\ln (\sigma)+0.5\left(\left(u_{t}-\rho u_{t-1}\right) / \sigma\right)^{2}
\end{aligned}
$$

For the fishing effort the term $g_{u f}$ is summed over all years, but for the selection pattern $g_{u s}$ the first (same) value applies to the first 5 years and $S_{50, t}$. is calculated as during the generation of the data. In the simpler models there is no error term $d_{t, a}$ estimated in the fishing effort so:

$$
E_{t}=\exp \left(f+u_{f, t}\right)
$$

The $\log$ of predicted recruitment $r$ is calculated as during the data generation and the variance $\sigma_{r}^{2}$ estimated:

$$
g_{r}=\ln \left(\sigma_{r}\right)+0.5\left(\left(r_{t}-n_{t, 1}\right) / \sigma_{r}\right)^{2}
$$

The catch is predicted as in the generation of the data and the observation error $\sigma_{c}$ is estimated from:

$$
\begin{aligned}
g_{c}= & \ln \left(\sigma_{c}\right) \\
& +0.5\left(\left(n_{t, a}+\ln \left(\left(1-\exp \left(-Z_{t, a}\right)\right) F_{t, a} / Z_{t, a}\right)-c_{t, a}\right) / \sigma_{c}\right)^{2}
\end{aligned}
$$

This objective function term differs in the models introduced later and additional terms occur in refined models below.

### 3.1. Base Model $\boldsymbol{n}-\boldsymbol{Z}$

The highest age stock ( $n \cdot, 9$ ) and stock in the final year ( $n_{41,}$ ) are both state variables (random effects). A temporary stock matrix n gets assigned these into the lower and left border values, and the stock back calculated deterministically using the fishing mortality as in conventional VPA [2]:

$$
\begin{equation*}
n_{t, a}=n_{t+1, a+1}+Z_{t, a} \tag{1}
\end{equation*}
$$

### 3.2. Base Model $N-C$

Here the stock is not updated using fishing mortality but with the catch added backward in time (VPA) so Equation (1) above is replaced by:

$$
\begin{align*}
n_{t, a} & =\ln \left(\exp \left(n_{t+1, a+1}+M\right)+\exp \left(c_{t, a}+M \tau_{t, a}\right)\right)  \tag{2}\\
\exp M \tau_{t, a} & =Z_{t, a}\left(1-\exp \left(-F_{t, a}\right)\right) /\left(F_{t, a}\left(1-\exp \left(-Z_{t, a}\right)\right)\right)
\end{align*}
$$

In simulations $\tau$ (see Appendix) can be calculated accurately (i.e. from the simulated true values, not the estimated values of $F$ and $Z$ ) in order for the results of the two models to be exactly comparable in this respect. This equation will then give exactly the same results as (1) when the catch is according to the fishing mortality and there is no observation error. The catch is added to the
stock at the end of the year (back calculated) rather than subtracting it from the stock at the beginning of the year, to avoid negative logarithms in the calculations.

The input variances for $n$ and $d$ do not occur as parameters in the above base models and are thus not estimated back. They can be seen as bounded to the value zero.

### 3.3. Refined Model $\boldsymbol{n} \boldsymbol{-} \boldsymbol{Z}^{\boldsymbol{*}}$

Same as model $n-Z$ above except that instead of just the highest age and last year stock, here the whole stock is a state space matrix. The stock therefore does not get calculated so Equation (1) is dropped, but a term is added to the objective function to link up the stock and estimate the variation, where the predicted stock is calculated as during the generation of the data:

$$
g_{n}=\ln \left(\sigma_{n}\right)+0.5\left(n_{t+1, a+1}+\left(Z_{t, a}-n_{t, a}\right) / \sigma_{n}\right)^{2}
$$

The parameter $\sigma_{n}$ which includes variation in natural mortality (and migrations where plausible), is therefore estimated in this case, and in the models below. This was the model chosen to investigate the possibility of estimating $M$ and what effect the size of the different input variances in the generated data had on its precision.

### 3.4. Refined Model $N$ - $\boldsymbol{C}^{*}$

As $N-C$ above except that as in the refined model above an objective function term replaces the stock Equation (2) and uses the catch to predict the stock change

$$
\begin{aligned}
& g_{n}=\ln \left(\sigma_{n}\right) \\
& +0.5\left(\ln \left(\exp \left(n_{t+1, a+1}+M\right)+\exp \left(c_{t, a}+M \tau_{t, a}\right)-n_{t, a}\right) / \sigma_{n}\right)^{2}
\end{aligned}
$$

### 3.5. Full Model $n-Z^{* *}$

Same as model $n-Z^{*}$ above with the addition of another state space matrix $d$ (not including the last year and last age class). Now $E$ (and $F$ and $Z$ ) is calculated including $d$, and used in $g_{c}$ and $g_{n}$.

$$
E_{t, a}=\exp \left(f_{t}+u_{f, t} d_{t, a}\right)
$$

This is exactly as during the generation of the data. Thus $d$ can here capture the fluctuations in the fishing intensity as it deviates from the separable $E * S$ model. Accordingly a term to estimate its variance is added to the objective function:

$$
g_{d}=\ln \left(\sigma_{d}\right)+0.5\left(d_{t, a} / \sigma_{d}\right)^{2}
$$

### 3.6. Full Model $\boldsymbol{N}$ - $\boldsymbol{C}^{* *}$

Same as model $N-C^{*}$ above with the addition, as in the model $n-Z^{* *}$ above, of a state space matrix $d$ and the
same term $g_{d}$ for its variance is added to the objective function. However $d$ is not used in the calculation of $F$ (which in this model is not used to update the stock) but rather $d$ may correct for the observation error in the catch which would otherwise be propagated in the stock equation:

$$
\begin{aligned}
& g_{c}=\ln \left(\sigma_{c}\right) \\
& +0.5\left(n_{t, a}+\ln \left(\left(1-\exp \left(-Z_{t, a}\right)\right) F_{t, a} / Z_{t, a}\right)+\left(d_{t, a}-c_{t, a}\right) / \sigma_{c}\right)^{2} \\
& g_{n}=\ln \left(\sigma_{n}\right) \\
& +0.5\left(\left(\ln \left(\exp \left(n_{t+1, a+1}+M\right)+\exp \left(c_{t, a}+M \tau\right)\right)-n_{t, a}\right) / \sigma_{n}\right)^{2}
\end{aligned}
$$

In fact the roles of $\sigma_{d}$ and $\sigma_{c}$ are in this case interchanged compared to their roles in the generation of the data so they would be expected to get estimated close to their respective values in the input reversed (the same value was used for both).

### 3.7. Models $n+Z^{*}, N+C, N+C^{*}$ and $N+C^{* *}$

These models differ in that the predicted catch is related to the stock at the end of the fishing year so the fishing mortality gets estimated from:

$$
\begin{aligned}
g_{c}= & \ln \left(\sigma_{c}\right) \\
& +0.5\left(n_{t+1, a+1}+\ln \left(\left(\exp \left(Z_{t, a}\right)-1\right) F_{t, a} / Z_{t, a}\right)-c_{t, a} / \sigma_{c}\right)^{2}
\end{aligned}
$$

A base $n+Z$ model where the stock is updated deterministically using $F$ is identical to the $n-Z$ model, but due to the observation error in the catch not so when the stock is updated using the catch $(N+C)$ nor in the refined models where there is noise in the stock equation (estimated $\sigma_{n}>0$ ).

### 3.8. Penalized Maximum Likelihood Models

The base models $n-Z$ and $N-C$ were also estimated with penalized maximum likelihood (PL) where the state variables were treated as ordinary parameters to be estimated but penalized through the objective function terms $g_{f}$ and $g_{s}$. One of the two $\mathrm{AR}(1)$ variances, either in the effort or in the selection always get lower bound with this method so the ratio of these variances was bound at the correct value and a single variance estimated. For additional comparison the terms $g_{f}$ and $g_{s}$ were dropped from the objective function and no auto-regression estimated (no penalty on yearly changes in effort and selection), referred to as UL.

### 3.9. Programming

All models used the same code to generate the data from the input parameters and the input seeds to the random number generator. The PL models were run in ADMB.

The base IL models used exactly the same programs as the PL models but were run in ADMB-RE with the only change that the state variables were then declared as random_effects_vector. The estimation process starts with all parameters and state variables at their true values. Actually in ADMB-RE what is declared as random_effects can not be assigned initial values, so in fact all random_ effects were estimated as deviations from the simulated true values that are generated in the same program, but this is not presented as such here. The $n-Z^{* *}$ model has both the whole stock $n$ and the fishing mortality deviations $d$ from the $\mathrm{E}^{*} \mathrm{~S}$ model declared as a random_ effects_matrix. The $n-Z^{*}$ model uses the same program as $n-Z^{* *}$, but then $d$ is fixed at zero. The base models $n-$ $Z$ and $N-C$ where the stock is deterministically calculated were checked to give the same results as the $n-Z^{*}$ and $N-C^{*}$ models when the noise $\sigma_{n}$ in the stock relation term $g_{n}$ was bounded close to zero (but such runs take a much longer time than the simpler models). Bounds on all $\ln (\sigma)$ were $\pm 2$ and on both $\rho$ set $0.03-0.97$. The program code is accessible online at http://www.hafro.is/ $\sim$ thg/langtn/re/cai/.

## 4. Results

For different methods and models Table 1 lists the input values used in generating the datasets and the estimates of corresponding parameters. Table 2 presents the percentage of runs where the estimates of the given parameters were lower bound. From the runs where the estimates were not lower bound the mean and the standard deviation around this mean was calculated and the mean of the Hessian estimated standard deviation as reported and its CV. The median of the parameter estimates is also given and the upper and lower 10 percentile.

The estimate of the final stock (in the last year) is of greatest interest to management. The deviations from the true values are known in these simulations so as a performance statistic the bias (mean $\log$ of the deviation) and the standard deviation of the estimated $\log$ of the final stock around the mean (coefficient of variation of the final stock) was chosen for presentation in Table 3 and the mean of the reported Hessian standard deviations of the $\log$ of the final stock as output (CV of final stock).

The base $n-Z$ model with the IL method is relatively unbiased in all parameters except for a slight negative bias in the $\rho$ in the $\operatorname{AR}(1)$ processes, in particular for the selection where also $\rho$ is lower bound in $16 \%$ to $33 \%$ of the cases. There is a consistent negative bias in the log of the final stock of around -0.02 to -0.04 in the highest age, but compared to the realized CV of the results of around 0.25 this is negligible. Relating the fishing mortality to the stock at the end of the fishing year under the $n-Z^{*}$ model (that is $n+Z^{*}$ ) gives almost identical performance,

Table 1. Estimated parameters by different models. Method is integrated likelihood unless PL (Penalized Likelihood) is specified. Input values ( $\log$ of the input variances also given). From datasets where not at lower bound: Mean deviation and standard deviation (from mean), mean reported standard deviation and CV. Median deviation and upper and lower 10\% tile (for variances given in logarithms).

| Parameters |  | Mean $f$ | Mean $S_{50}$ | $\rho_{f}$ | $\rho_{s}$ | $\sigma_{b}$ | $\ln B_{\text {max }}$ | $\ln R_{\text {max }}$ | $\sigma_{r}$ | $\sigma_{c}$ | $\sigma_{f}$ | $\sigma_{s}$ | $\sigma_{n}$ | $\sigma_{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model method | input | 0 | 5 | 0.5 | 0.50 | 0.70 | $-0.50$ | 0.40 | 0.606 | 0.135 | 0.368 | 0.223 | 0.135 | 0.135 |
|  | $\ln (\mathrm{inp})$ |  |  |  |  |  |  |  | $-0.5$ | -2 | -1 | -1.5 | -2 | -2 |
| $n-Z$, PL |  | 0.02 | 0.03 | -0.02 | 0.30 | 0.03 | -0.03 | 0.00 | -0.01 | 0.09 | -0.11 |  |  |  |
| $n-Z$ |  | 0.03 | 0.04 | -0.05 | -0.03 | 0.00 | -0.01 | 0.00 | 0.01 | 0.12 | -0.01 | 0.04 |  |  |
| $n-Z^{*}$ | mean | 0.03 | 0.06 | -0.03 | -0.02 | 0.00 | -0.01 | 0.01 | -0.02 | 0.06 | -0.01 | 0.02 | 0.03 |  |
| $n-Z^{* *}$ | dev. | 0.02 | 0.06 | -0.07 | $-0.03$ | 0.00 | 0.00 | 0.01 | -0.01 | 0.01 | -0.01 | 0.01 | 0.00 | 0.00 |
| $N+C$ |  | 0.01 | 0.08 | -0.06 | -0.03 | -0.01 | 0.03 | 0.02 | 0.01 | 0.13 | -0.01 | 0.01 |  |  |
| $N+C^{* *}$ |  | 0.03 | 0.08 | -0.06 | -0.03 | 0.00 | -0.01 | 0.02 | -0.03 | 0.07 | -0.01 | 0.02 | -0.01 | -0.01 |
| $n-Z$, PL |  | 0.15 | 0.30 | 0.17 | 0.14 | 0.06 | 0.13 | 0.13 | 0.08 | 0.02 | 0.04 |  |  |  |
| $n-Z$ |  | 0.15 | 0.30 | 0.15 | 0.22 | 0.06 | 0.13 | 0.13 | 0.08 | 0.02 | 0.05 | 0.11 |  |  |
| $n-Z^{*}$ | s.d. | 0.14 | 0.30 | 0.14 | 0.24 | 0.06 | 0.13 | 0.13 | 0.08 | 0.02 | 0.04 | 0.10 | 0.03 |  |
| $n-Z^{* *}$ | s.d. | 0.14 | 0.30 | 0.15 | 0.24 | 0.06 | 0.13 | 0.13 | 0.07 | 0.04 | 0.04 | 0.10 | 0.03 | 0.04 |
| $N+C$ |  | 0.15 | 0.31 | 0.15 | 0.25 | 0.06 | 0.13 | 0.13 | 0.07 | 0.02 | 0.04 | 0.10 |  |  |
| $N+C^{* *}$ |  | 0.14 | 0.30 | 0.15 | 0.24 | 0.06 | 0.13 | 0.13 | 0.08 | 0.03 | 0.04 | 0.10 | 0.04 | 0.04 |
| $n-Z$, PL |  | 0.11 | 0.28 | 0.12 | 0.22 | 0.05 | 0.12 | 0.12 | 0.07 | 0.01 | 0.03 |  |  |  |
| $\mathrm{n}-\mathrm{Z}$ |  | 0.14 | 0.30 | 0.15 | 0.89 | 0.06 | 0.13 | 0.13 | 0.07 | 0.01 | 0.04 | 0.14 |  |  |
| $n-Z^{*}$ | mean rep. | 0.13 | 0.28 | 0.15 | 1.40 | 0.05 | 0.13 | 0.12 | 0.07 | 0.02 | 0.04 | 0.15 | 0.03 |  |
| $n-Z^{* *}$ | s.d. | 0.14 | 0.29 | 0.15 | 1.38 | 0.05 | 0.12 | 0.12 | 0.07 | 0.06 | 0.04 | 0.15 | 0.03 | 0.04 |
| $N+C$ |  | 0.14 | 0.30 | 0.15 | 1.61 | 0.06 | 0.12 | 0.14 | 0.07 | 0.02 | 0.04 | 0.15 |  |  |
| $N+C^{* *}$ |  | 0.14 | 0.29 | 0.15 | 0.17 | 0.06 | 0.13 | 0.12 | 0.08 | 0.03 | 0.04 | 0.15 | 0.04 | 0.49 |
| $n-Z$, PL |  | 0.21 | 0.28 | 0.18 | 0.85 | 0.12 | 0.27 | 0.14 | 0.12 | 0.13 | 0.14 |  |  |  |
| $n-Z$ | CV | 0.19 | 0.26 | 0.13 | 1.90 | 0.11 | 0.28 | 0.14 | 0.11 | 0.07 | 0.09 | 0.52 |  |  |
| $n-Z^{*}$ | rep. | 0.19 | 0.25 | 0.12 | 1.10 | 0.10 | 0.27 | 0.14 | 0.11 | 0.13 | 0.11 | 0.47 | 0.12 |  |
| $n-Z^{* *}$ | s.d. | 0.19 | 0.51 | 0.12 | 1.20 | 0.09 | 0.28 | 0.14 | 0.11 | 0.63 | 0.05 | 0.74 | 0.22 | 1.30 |
| $N+C$ |  | 0.19 | 0.27 | 0.13 | 1.50 | 0.13 | 0.31 | 0.14 | 0.11 | 0.07 | 0.11 | 0.45 |  |  |
| $N+C^{* *}$ |  | 0.19 | 0.26 | 0.12 | 2.60 | 0.10 | 0.27 | 0.14 | 0.11 | 0.17 | 0.11 | 0.44 | 0.32 | 0.05 |
| $n-Z$, PL |  | 0.02 | 2.94 | 0.49 | 0.82 | 0.68 | -0.55 | 0.39 | -0.51 | -1.52 | -1.40 |  |  |  |
| $n-\mathrm{Z}$ |  | 0.01 | 2.99 | 0.45 | 0.40 | 0.70 | -0.53 | 0.39 | $-0.51$ | -1.36 | -1.04 | -1.47 |  |  |
| $n-Z^{*}$ | median | 0.03 | 5.03 | 0.46 | 0.27 | 0.70 | -0.53 | 0.40 | -0.55 | -1.67 | -1.03 | -1.61 | -1.82 |  |
| $n-Z^{* *}$ | median | 0.03 | 5.03 | 0.44 | 0.27 | 0.70 | -0.52 | 0.40 | -0.54 | -1.96 | -1.05 | -1.59 | -2.01 | 0.03 |
| $N+C$ |  | 0.03 | 5.06 | 0.45 | 0.38 | 0.70 | -0.48 | 0.39 | $-0.50$ | -1.32 | -1.04 | -1.66 |  |  |
| $N+C^{* *}$ |  | 0.03 | 5.03 | 0.44 | 0.30 | 0.70 | -0.53 | 0.40 | $-0.56$ | -1.60 | -1.04 | -1.67 | $-2.12$ | -2.16 |
| $n-Z, \mathrm{PL}$ |  | -0.17 | 4.62 | 0.24 | - | 0.65 | -0.69 | 0.24 | -0.69 | -1.62 | -1.64 |  |  |  |
| $n-Z$ |  | -0.17 | 4.67 | 0.20 | - | 0.61 | -0.66 | 0.25 | -0.69 | -1.45 | -1.22 | - |  |  |
| $n-Z^{*}$ | Lower | -0.14 | 4.73 | 0.26 | - | 0.61 | -0.65 | 0.25 | -0.71 | $-1.80$ | -1.22 | - | -2.10 |  |
| $n-Z^{* *}$ | 10\% tile | -0.16 | 4.70 | 0.21 | - | 0.63 | -0.65 | 0.25 | -0.71 | -2.17 | $-1.20$ | - | -2.40 | - |
| $N+C$ |  | -0.18 | 4.74 | 0.24 | - | 0.61 | -0.62 | 0.25 | -0.65 | -1.39 | -1.21 | - |  |  |
| $N+C^{* *}$ |  | -0.16 | 4.66 | 0.22 | - | 0.63 | $-0.66$ | 0.26 | -0.75 | -1.84 | -1.26 | - | $-2.85$ | - |
| $n-Z$, PL |  | 0.20 | 5.36 | 0.69 | 0.92 | 0.82 | -0.36 | 0.59 | -0.35 | -1.43 | -1.20 |  |  |  |
| $n-Z$ |  | 0.21 | 5.37 | 0.63 | 0.78 | 0.79 | -0.35 | 0.58 | -0.34 | -1.26 | -0.89 | -0.91 |  |  |
| $n-Z^{*}$ | Upper | 0.22 | 5.51 | 0.63 | 0.80 | 0.79 | -0.34 | 0.58 | -0.39 | -1.56 | -0.90 | -1.04 | -1.60 |  |
| $n-Z^{* *}$ | 10\% tile | 0.20 | 5.46 | 0.63 | 0.78 | 0.77 | -0.34 | 0.59 | -0.37 | -1.66 | -0.89 | -0.98 | -1.74 | -1.72 |
| $N+C$ |  | 0.22 | 5.52 | 0.62 | 0.75 | 0.78 | -0.32 | 0.57 | -0.34 | -1.24 | -0.89 | -1.03 |  |  |
| $N+C^{* *}$ |  | 0.21 | 5.48 | 0.62 | 0.77 | 0.76 | -0.35 | 0.59 | -0.39 | -1.41 | -0.89 | -1.01 | $-1.79$ | $-1.81$ |

Table 2. Percentage of the 600 datasets (see Table 1) yielding lower bound estimates for parameters.

|  | Parameter |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model <br> method | $\rho$ |  |  |  |  |  |  |  |  |  |  |  |
|  | $f$ | $s$ | $c$ | $f$ | $s$ | $n$ | $d$ |  |  |  |  |  |
| $n-Z$, PL | 2 | 12 | 0 | 1 | - | - | - |  |  |  |  |  |
| $n-Z$ | 2 | 16 | 0 | 0 | 13 | - | - |  |  |  |  |  |
| $n-Z^{*}$ | 1 | 32 | 0 | 0 | 21 | 0 | - |  |  |  |  |  |
| $n-Z^{* *}$ | 2 | 33 | 11 | 0 | 21 | 1 | 13 |  |  |  |  |  |
| $N+C$ | 1 | 26 | 0 | 0 | 22 | - | - |  |  |  |  |  |
| $N+C^{* *}$ | 4 | 30 | 0 | 0 | 10 | 4 | 13 |  |  |  |  |  |

but is slightly more complicated so such results were not considered further.
With the Penalized Maximum Likelihood method the precision is poorer (in spite of the bound on the ratio of $\sigma_{s} / \sigma_{f}$ at the correct value). In $1 \%$ of cases the estimate still gets lower bound. The $\rho$ for selection is highly positively biased. The estimated precision of the final stock and variances is overestimated. Refinement in the models is not plausible with this method. With the IL method the precision improves (realized CV decreases) with more refinement in the models ( $n-Z^{*}$ and $n-Z^{* *}$ ). Variances then get increasingly estimated at the lower bound and their precision is then underestimated on average. On inspection precision is estimated too poor when variances are estimated too small, but overestimated for high values. The highest estimates deviate significantly from the true value based on the reported precision.

In the base $n-Z$ and $N-C$ models the reference case always gets a nonzero estimate of the yearly variation in $f$ but the yearly variation in $S_{50}$ is bound at the lower limit in some cases. Other variances that are included in these base models do get nonzero estimates most of the time and the internal variation is mostly reflected in a higher estimate of $\sigma_{c}$. In the full models all parameters and variances are estimated back. In the $n-Z^{* *}$ model all variances are relatively unbiased (estimates at the lower bound not included) and the reported precision is in good agreement with the realized mean precision. The estimates of the variances $\sigma_{c}$ and $\sigma_{d}$ are inversely correlated and never both lower bound.

When the stock was updated with the Pope approximation by subtracting the catch at the middle of the fishing year ( $\tau=0.5$ ) the precision is similar to other methods but the final stock is positively biased by around 0.25 . If $\tau$ is calculated accurately from the simulated true values of $F$ and $Z$ and results differ only in the fourth significant digit to those obtained with $\tau$ calculated from the estimated values. The $N-C$ model then has a negative bias in the final stock that increases with age ( $8 \%-17 \%$ ).

Table 3. Final stock precision. Method is integrated likelihood except for lines marked UL (unconstrained effort) or PL (Penalized Likelihood). Same 600 datasets as in Table 1.

| Model, method | Age classes |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| Bias in $\ln (N)$ \% |  |  |  |  |  |  |  |
| $n-Z, \mathrm{PL}$ | 003 | -012 | -020 | -022 | -043 | -050 | -045 |
| $n-Z$ | -001 | -013 | -014 | -012 | -028 | -033 | -032 |
| $n-Z^{*}$ | -008 | -010 | -014 | -013 | -019 | -028 | -030 |
| $n-Z^{* *}$ | -023 | -024 | -024 | -022 | -029 | -035 | -038 |
| $n+\mathrm{Z}^{* *}$ | -031 | -030 | -031 | -029 | -037 | -045 | -050 |
| $N-C, \mathrm{PL}$ | -072 | -073 | -071 | -072 | -101 | -112 | -125 |
| $N+C, \mathrm{PL}$ | 044 | 024 | 015 | 013 | -006 | -013 | -019 |
| $N+C$ | 030 | 021 | 016 | 016 | 009 | -004 | -016 |
| $N-C$ | -099 | -081 | -077 | -084 | -122 | -144 | -169 |
| $N-C^{*}$ Pope | 283 | 298 | 306 | 303 | 266 | 258 | 231 |
| $N-C^{*}$ | -110 | -100 | -092 | -100 | -130 | -150 | -169 |
| $N+C^{*}$ | 026 | 020 | 014 | 014 | 009 | -002 | -010 |
| $N-C^{* *}$ | -132 | -108 | -086 | -096 | -120 | -126 | -141 |
| $N+C^{* *}$ | 008 | 006 | 003 | 001 | -007 | -017 | -024 |
| CV (around observed mean) \%o |  |  |  |  |  |  |  |
| $n-Z$, UL | 477 | 431 | 415 | 434 | 467 | 507 | 471 |
| $n-Z$, PL | 351 | 305 | 285 | 286 | 305 | 330 | 312 |
| $n-Z$ | 333 | 291 | 274 | 278 | 299 | 326 | 297 |
| $n-Z^{*}$ | 332 | 287 | 262 | 249 | 251 | 269 | 254 |
| $n-Z^{*}$ est $M$ | 489 | 383 | 343 | 313 | 307 | 320 | 290 |
| $N+Z^{*}$ | 335 | 293 | 269 | 263 | 265 | 286 | 264 |
| $n-Z^{* *}$ | 332 | 287 | 262 | 249 | 250 | 267 | 254 |
| $N-C$, PL | 361 | 313 | 283 | 268 | 268 | 278 | 264 |
| $N+C, \mathrm{PL}$ | 349 | 304 | 276 | 268 | 276 | 288 | 278 |
| $N+C$ | 334 | 291 | 266 | 259 | 263 | 278 | 265 |
| $N-C^{*}$ | 323 | 284 | 262 | 248 | 237 | 255 | 240 |
| $N+C^{*}$ | 335 | 290 | 265 | 255 | 259 | 276 | 260 |
| $N+C^{* *}$ | 334 | 289 | 263 | 252 | 255 | 272 | 257 |
| Mean reported CV \%o |  |  |  |  |  |  |  |
| $n-Z, \mathrm{PL}$ | 307 | 246 | 214 | 202 | 202 | 209 | 227 |
| $n-Z$ | 351 | 285 | 252 | 240 | 244 | 256 | 280 |
| $n-Z^{*}$ | 319 | 274 | 254 | 246 | 245 | 248 | 254 |
| $n+Z^{*}$ | 320 | 260 | 236 | 231 | 234 | 242 | 254 |
| $n-Z^{* *}$ | 299 | 262 | 240 | 230 | 225 | 224 | 225 |
| $N-C$, PL | 264 | 222 | 201 | 193 | 189 | 188 | 189 |
| $N+C, \mathrm{PL}$ | 314 | 255 | 232 | 229 | 232 | 238 | 248 |
| $N+C$ | 355 | 293 | 272 | 272 | 282 | 292 | 305 |
| $N+C^{*}$ | 335 | 276 | 259 | 259 | 265 | 272 | 282 |
| Standard deviation of reported CV \%o |  |  |  |  |  |  |  |
| $n-Z, \mathrm{PL}$ | 028 | 025 | 024 | 024 | 025 | 026 | 027 |
| $n-Z^{*}$ | 028 | 027 | 027 | 027 | 029 | 031 | 033 |
| $n-Z^{* *}$ | 034 | 030 | 031 | 035 | 039 | 042 | 045 |

The bias is somewhat less in the refined $N-C^{* *}$ model where the observation error in the catch is estimated and accounted for. In the $N+C$ models where the fishing mortality $(F)$ is related to the stock at the end of the fishing year, the bias is only to the same small degree as in the $n-Z$ models. The PL method has better precision with the $N+C$ than $n-Z$ model.
Table 4 shows the sensitivity of the precision in the final stock to the input variation in the simulated data. Changes in the $\sigma$ for recruitment are mostly reflected in the precision in the first ages, but the reverse is true for the observation error in catch and the deviations from the $E * S$ model.

The estimate of M (natural mortality) obtained from the $n-Z$ model with the PL method and the IL method with model refinements is given in Table 5. The precision in $M$ is extremely poor with the reference case used above so the reference case for studying $M$ was chosen with lower variation in both the recruitment $(r) \ln (\sigma)=-1$ and selection (s) $\ln (\sigma)=-2$, but higher in the effort by year $(f) \ln (\sigma)=-0.5$. The estimate of $M$ obtained with the PL method is rather meaningless due to the high variation and negative bias. The IL method is only slightly biased in the base $n-Z$ model, and the refined models are less biased and provide additional 9\% improvement in the accuracy in $M$.

The sensitivity in the estimate of $M$ and its precision in model $n-Z^{*}$, obtained by varying the size of the differrent input variances in the generated data is shown in Table 6. Solving for M is singular when there is no between years variation in fishing effort and accordingly the precision in $M$ improves as $\sigma$ for $f$ increases. When other variation is small an increase is reflected up to $100 \%$ in better precision in $M$, but for very high variation the precision degrades again. Conversely, an increase in all other variation degrades the precision in $M$, as expected. The biggest impact is from $\sigma$ for $r$ where a change over a wide range is reflected $45 \%$ in the precision in $M$. The deviations in recruitment affect a cohort at all ages whereas the variances for $n$ or $d$ affect a single year-age group. A change in $\sigma$ for either of these is reflected by a $15 \%-18 \%$ change in the precision in $M$, but for selection ( $s$ ) the change is only about $4 \%$. This variation was put only on the age at $50 \%$ recruitment and not in the slope of the selection function (b), which is more highly correlated with the estimate of $M$. Estimating $M$ severely reduces the precision in the final stock, in particular in the first age groups shown in Table 3 and doubles the standard deviation of its reported CV.

## 5. Discussion

Ignoring the auto-correlation over time in the fishing mortality can lead to very poor precision in the final stock

Table 4. Sensitivity in observed CV in final stock to input variation increase to $\ln (\sigma)+0.5$. Reference case $n-Z^{*}$ model in Table 1, 300 datasets.

| $\sigma$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | 18.1 | 13.1 | 10.7 | 8.7 | 8.9 | 5.8 | 7.2 |
| $f$ | 14.2 | 15.0 | 15.6 | 16.2 | 15.3 | 15.9 | 16.9 |
| $c$ | 8.7 | 10.1 | 11.5 | 12.0 | 18.3 | 18.6 | 18.6 |
| $n$ | 4.2 | 6.4 | 7.8 | 5.8 | 3.8 | 3.1 | 3.0 |
| $d$ | 9.4 | 7.5 | 10.3 | 14.5 | 16.2 | 22.5 | 14.8 |
| $s$ | 5.2 | 5.2 | 3.7 | 2.1 | 0.9 | 1.2 | 1.7 |

Table 5. Estimates of $M$ given as proportion of the input value 0.2 by different methods and models. Reference case $\sigma_{f}$ higher and $\sigma_{r}$ and $\sigma_{s}$ lower by 0.5 than in reference case runs above, $\mathbf{6 0 0}$ datasets.

| Model, <br> method | Mean M S.d. $M$ | Mean <br> est. s.d. | Mean <br> CV of s.d. | $10 \%$ | $50 \%$ | $90 \%$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N-Z$, PL | -0.2 | 0.9 | 0.7 | 0.71 | -2 | 0.07 | 0.97 |
| $N-Z$ | 0.94 | 0.49 | 0.45 | 0.31 | 0.29 | 0.93 | 1.52 |
| $N-Z^{*}$ | 0.99 | 0.46 | 0.44 | 0.27 | 0.42 | 0.98 | 1.52 |
| $N-Z^{* *}$ | 0.98 | 0.45 | 0.42 | 0.28 | 0.39 | 0.98 | 1.49 |

Table 6. Sensitivity of the estimate of $M$ to the input variances. Model $n-Z^{*}$, IL, 300 datasets. Reference case as in Table 4.

| Change in <br> ln $(\sigma)$ <br> from ref. case | Mean $M$ | S.d. $M$ | Mean <br> est. s.d. | Mean <br> CV <br> of s.d. | $10 \%$ | $50 \%$ | $90 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f+1^{\mathrm{a}}$ | 1.09 | 0.52 | - | - | - | - | - |
| $f+0.5$ | 1.02 | 0.34 | 0.33 | 0.237 | 0.60 | 1.00 | 1.44 |
| Ref. | 0.98 | 0.46 | 0.44 | 0.250 | 0.42 | 0.97 | 1.48 |
| $f-0.5$ | 0.91 | 0.68 | 0.67 | 0.286 | 0.13 | 0.89 | 1.65 |
| $r+0.5$ | 0.97 | 0.58 | 0.56 | 0.250 | 0.20 | 0.95 | 1.60 |
| $r-0.5$ | 0.98 | 0.35 | 0.34 | 0.264 | 0.58 | 0.97 | 1.43 |
| $r-1$ | 0.99 | 0.28 | 0.28 | 0.250 | 0.63 | 0.98 | 1.33 |
| $c+0.5$ | 0.97 | 0.50 | 0.46 | 0.282 | 0.35 | 0.96 | 1.54 |
| $c-0.5$ | 0.99 | 0.43 | 0.43 | 0.300 | 0.35 | 0.96 | 1.54 |
| $s+0.5$ | 0.97 | 0.47 | 0.44 | 0.272 | 0.39 | 0.96 | 1.51 |
| $s+1$ | 0.98 | 0.48 | 0.44 | 0.272 | 0.39 | 0.96 | 1.51 |
| $s+1$ | 0.98 | 0.51 | 0.48 | 0.270 | 0.39 | 0.98 | 1.58 |
| $d+0.5$ | 0.98 | 0.50 | 0.48 | 0.250 | 0.38 | 0.96 | 1.57 |
| $n+0.5$ | 0.95 | 0.43 | 0.41 | 0.293 | 0.46 | 0.95 | 1.51 |
| $f-0.5, r-1$ | 0 |  |  |  |  |  |  |

[^0](given in Table 3 line marked UL). The base model with the PL method and the ratio of the variances in $f$ and $s$ fixed at the correct value does not differ greatly from the IL method. There is considerable bias in $\rho_{s}$ and slightly poorer precision in parameters and the final stock by about $2 \%$. The output CV of the final stock is also underestimated. The improvement in precision in the final stock comes with the estimation of the internal variances $\sigma_{n}$ and $\sigma_{d}$ that is only possible with the IL method. Testing of other additional parameters with the PL method may be meaningless as seen from the estimation of $M$. In real datasets the variance of the catch observation error generally differs by age (higher for older/youngest age groups). With the IL method a random walk by age or variation from a common mean can be tested and is rejected (associated variance estimated zero) in all 300 datasets (and so at no cost). An independent variance can also be estimated for each age at a cost of slightly reduced precision. With the PL method, however, the variance for one age will generally tend to zero with infinite likelihood, so some functional form by age and other constraints are needed in order to get reasonable results, but the outcome may then depend on what assumptions are made.

Using the Pope approximation has little effect on the precision. The approximation is close at the lowest age but the subtracted catch at the highest age is about $2 \%$ too much. This slight skewing of the selection function leads to a $25 \%$ positive bias in the final stock in Table 3. The exact $N-C$ model turned out to be rather negatively biased. As the observation error in the catch is log-normal the total subtracted catch is too large by $\exp \left(\sigma_{c}^{2} / 2\right)$ and an attempt was made to correct for this by dividing the catch by this factor in the stock equation, but with no success. The stock is in effect back calculated to avoid drifting into logarithms of negative numbers. To balance this asymmetry the fishing mortality F was related to the stock at the end of the year in the catch equation. This had little effect in the $n-Z$ model but slightly poorer precision. The bias in the $N-C$ model was eliminated and this model is referred to as $N+C$. With this model there is less difference between the PL and IL methods and between the $N+C$ and $N+C^{* *}$ model which has almost as good precision as the $n-Z^{* *}$ model ( $1 \%$ poorer).

The $N-C$ models get the changes in the stock better in line with the actual catches, which may make for a more appealing presentation. Another approach to this has been suggested (D. Fournier pers. comm.) where the predicted catch is derived from the change in the stock, so $g_{c}$ minimizes the square of:

$$
\ln \left(\left(N_{t, a}-N_{t+1, a+1}\right) F_{t, a} / Z_{t, a}\right)-c_{t, a}
$$

This caused computational problems (the difference drifts to zero) in several datasets. This could be sideste-
pped, but then produced an implausible stock in 10\%$15 \%$ of the datasets and surprisingly resulted in a non-positive Hessian in another $10 \%$ of cases, so a full comparison could not be made, but bias and precision appeared to deteriorate slightly.

Survey series with constant (or known) effort and standardized methods and gear have been conducted around Iceland, but survey effort is low compared to fishing effort and variation in effort and selection pattern is larger than in the catch data. The relationship of the survey index to stock size may be nonlinear. For these reasons no survey data were simulated in this exercise as the assumptions that need be made are case specific and will largely determine the outcome. However, surveys provide indices of the stock also at young ages that are not, or poorly observed in the catch and therefore in particular reduce the uncertainty in the final stock at young age and prognosis. $M$ may be pinned down with assumptions about the constancy by age, or functional form of the survey selection pattern, but the reduced uncertainty in year class strengths that may result from inclusion of surveys would in particular better the precision in the estimate of M.

The estimates of $M$. and $F$ are highly negatively correlated. Relative changes in $F$ over time are penalized in the model and these changes can be made relatively smaller with a lower estimate of $M$ and higher values of $F$. This is what causes the negative bias in the estimate of $M$. If $M$ is to be estimated the changes in $\log (Z)$ should be penalized rather than the changes in $f$, to avoid this bias. This involves changing a single line of code.

## 6. Conclusions

In this simple example the PL method given the prior input needed for it to work is outperformed by the IL method. In more realistic examples the PL method requires still more prior input. Estimation of $M$ is not plausible with the PL method. Post-war variation in fishing effort has been low and management objectives aim at constant fishing mortality, while the noise in recruitment is high for the main commercially exploited species off Iceland, so the prospects of estimating $M$ are poor even with the IL method. Aanes et al. [10] came to a similar conclusion. The IL method allows for estimation of internal unobserved variation that improves the precision. Such models should be tested, although zero estimates of some component of the variation is common (absorbed by a different component) and the true variation may be significantly less than implied by the reported precision. The estimation of the internal unobserved variation likely reduces correlation in residuals that may then be ignored. However, estimation of a correlation structure is not problematic with the IL method, although computationally more intensive. Updating the stock with the catch ( $N-C$
or better $N+C$ for less bias) seems to be more robust in simple models but more complex and in the full model slightly outperformed by the more common method of using the estimated fishing mortality to update the stock ( $n-Z$ ), with the level of variation tested here. Looking at results from both approaches might be worth while.
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A second order approximation:

$$
\tau \approx 1 / 2-1 / 24(Z+F)=1 / 2-1 / 24(M+2 F)
$$

is much closer, but too small (early) for large values (by $>0.01$ when $Z+F>3$ ).

MacCall [2] improved on Pope's approximation by setting $F=0$ in the second equation:

$$
N_{t+1} \approx N_{t} \mathrm{e}^{-M}-C_{t} \mathrm{e}^{-M} M /\left(1-\mathrm{e}^{-M}\right)
$$

As seen from the second order approximation the effect of $F$ is double that of $M$, and $F$ is in many practical cases larger than $M$ so in general this improvement is small. If the purpose is to eliminate $F$, then the exact form in Equation (2) or (3) (or the second order approximation) with a reasonable constant value for $F$ by age/season should rather be used.


[^0]:    ${ }^{a} 7 \%$ of runs not completed.

