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Abstract

Optimal resource allocation with an objective ofxingizing the system capacity is an NP-hard probiem
multihop cellular networks. Hence, different heticislgorithms have been developed over the ydws t
would improve the network system capacity. In fhaper, a novel cluster-based architecture is peapés
a two-hop cellular network whereby the transmissiistance between any communicating pair is resttito
half the cell radius. In this design, a given radisource is used by two simultaneously commumggiairs
in every hexagonal cell, but for only half the tisiet period. The characteristic feature of thisstér-based
design is that it enables a frequency reuse rétime The proposed hierarchical system is analyzedesteld
under realistic propagation conditions includingriormal shadowing. It has been observed that tbesy
capacity of a cluster-based design is 2.5 timet @btained from the single-hop cellular system with
relaying. In addition, the cluster-based desigrieaas higher capacity compared to state-of-thévasthop
algorithms. This is an important finding since thierarchical cluster-based approach has fewer degre
freedom in the selection of the routing path foe #nd-to-end connection. Practical routing algorgh
should be able to benefit from this.

Keywords: Cluster-Based Design, Synchronized Resource Rietisderence Model, Spatial Protection Margin

1. Introduction network [3]. Such a hybrid network model aims at

providing global connectivity. At the same timeséeks

to mitigate interference, and to maximize the gyste
Some of today’s key challenges in the design oéless capacity of the network while achieving a frequency
systems are to provide high peak data rates asasdth reuse ofone This is the target being aimed for the
provide a network architecture that allows for fficent  development of % generation, or IMT-Advanced,
utilization of the scarce spectrum resources wihile  wireless networks. These systems are primarily base
power consumption of the network is minimized. €otty  orthogonal frequency division multiplexing (OFDM),
deployed single-hop cellular networks as a standeal time division multiple access (TDMA), frequency
technology are handicapped by numerous limitatieizs, division multiple access (FDMA) and time division
inability to coverdead zoneshigh attenuation of signals, duplexing (TDD) [4].
high shadowing, inefficient use of energy, etc. ifect In recent years, there has been extensive research
evolution of the existing cellular network architee are  work in the direction of capacity scaling for mhbtip
multihop hybrid cellular networks, where the commaun hybrid wireless networks. It is shown in [5] thaving
cation between the mobile station (MS) and the basthe infrastructure based BS component over theimoylt
station (BS) takes place in multiple hops [1]. Gra  ad hocnetwork drastically increases the connectivity of
envisage a multihop hybrid cellular network as eange the network. For a multihop hybrid cellular netwavith
to enable sharing of information between possibbpile  n nodes andm BSs, the results in [6] show that rif

sensor npcties or ga}thFring Otf sel?sgd X:Iorma&_tiommd)w grows asymptotically slower thaf , the benefit of
query points on a wireliné networ [2]. Alternatiy.eone adding BSs on capacity is insignificant. Howevérmi
can view multihop cellular network models as a rodth

to extend the communication coverage and provid@rows faster thar'n , the system capacity increases
higher data rate for an infrastructure-based aallul linearly with the number of BSs providing an effeet

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385



CLUSTER-BASED DESIGN FOR TWO-HOP CELLULAR NETWORKS 371

improvement over the multihopad hoc network. semi-analytical model is presented for calculatthg
Therefore, in order to achieve non-negligible citgac different interferences and the carrier-to-intezfere ratio,
gain, the investment in the wired infrastructurewdtt be . In addition, the capacity bounds for the semi-

high enough. It has been shown through outage siBaly gnalytical model and the confidence interval due to
in [1] that an integration of cellular and multihop |ognormal shadowing are also calculated in Section
communication models results in better relaying andrhe simulation model and the results of the clubtesed
avoids traffic congestion. Deploying relays canade  gesign are presented in Secton 5 and Section 6
help improve the performance of the users neaedyes  regpectively, along with a performance comparisath w

of the cell and has the potential to solve the aYe other benchmark algorithms. Finally, conclusiong ar
problems for high data rates in macrocells [7]. TBEhe  provided in Section 7.

enabling technology for the multihop design [8].nde,

by having simultaneous transmission by both BSs an
relays, capacity gains can also be achieved ic¢Helar
network. However, a multihop hybrid cellular desajao
requires extra radio resources for relaying hops an A multi-cellular system, with a BS at the centereaich
sensitive to the quality of relaying routes. Theref Cell, is considered in the network design. The mmexn
multihop hybrid cellular networks require a well- distance between the BS and the edge of the cgivén
designed radio resource allocation strategy in rotde by, r. There are 19 hexagonal cells in the coverage area
secure performance gains. A hybrid architecture,, vi These 19 cells are arranged such that a centeriscell
mobile assisted data forwarding (MADF) is propoged surrounded by six cells in the' tier and twelve cells in
[9], wherein, a multihop relaying system is ovatlain  the 2" tier. A Protocol Model[17] is considered in the
the existing cellular networks. The main objecifehis ~ System design in order to reduce the interference.
system is to dynamically divert the traffic loadrit ahot ~ According to this model, a circular exclusion regiis

cell (highly loaded cell) tawooler cells(lightly loaded) in  defined around every communicating receiver, sinet t

its neighborhood. Similarly, a multihop cellulartwerk ~ No other transmitter apart from the desired trattemi
(MCN) architecture is investigated in detail in [10,12], communicates in this exclusion region. The radiuthis
wherein, the end-to-end communication is alwayscircular exclusion regiong, is given by the following
between the MS and BS, like in a traditional sirgtg  equation.

cellular network. There has been considerable rekea r. = @+A)d, (@D}
work in finding different routing techniques for ttiibiop _ _ )
cellular networks, viz., base assisted hoc routing In the literature [17]r. is also sometimes termed as

(BAAR), base-driven multihop bridge routing (BMBP), the exclusion range. In Equation (1) abodg,is the
[13] single-interface multihop cellular network tmg ~ distance between the transmitter and receiver of an
protocol (SMRP) [14], for different kinds of traffi Ccommunicating pair, anl =0 is the spatial protection
patterns. These techniques effectively utilize ddehoc ~ margin, that indicates the ratio of increase of the
relaying in presence of fixed infrastructure in erdo  €xclusion range distance to the transmission range
achieve enhanced network capacity. However, itleas  distance. Hence, at any time instant in a TDMA eyst
shown in [15] that optimum resource allocation inall receivers of the simultaneously communicatiregp
multihop cellular networks, with the objective of are inherently separated from the unintended tratess)
throughput maximization with radio resource allomat by at least, the exclusion range distance, i.eg th
(TM-RRA) is an NP-hard problem. In fact, the well- minimum distance between any receiver and an unlaté
known multiple choice knapsack problem, (MCKP),transmitter is at least (1&) times the transmission
which is proved to be NP-hard [16], is shown toe distance of the desired communication pair. Itisven in
restricted version of TM-RRA [15]. Hence, researshe [18] that under thé’rotocol Mode] the system capacity
across the scientific community have worked towardds maximized when the spatial protection margirthef
designing suboptimal but efficient heuristic algoms  Protocol Modelis around A =1.0. Hence, a spatial
and architecture designs. protection margin ofA=1.0 is considered throughout
In this paper, a multihop cellular network model isthis work, while designing the cluster-based astgtiire
designed such that all communication between theceo for the two-hop cellular network.
and destination nodes is routed through the BS.thdl The proposed cluster-based design is based on the
mobile nodes communicate with the BS in eitherformation of multiple clusters in every cell. Eacéll is
single-hop or two hops. However, the focus of gaper initially divided into two layers, viz., inner layeand
is on designing a novel cluster-based architectorea  outer layer.
two-hop cellular network. Section 2 presents theteay 1) Inner Layer:This is the circular area contiguous to
model and the underlying mechanism of the clustesei  the BS; and the MS in this zone communicate toBSe
design. Section 3 explains how the system capasity directly using a single-hop. The distance betwéenMS
calculated for such a design. A deterministic @ust and BS in the inner layer is always less than oraktp
based technique is described in Section 4 and half the cell edge length, i.e/2.

5. System M odel

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385



372 H. VENKATARAMAN ET AL
2) Outer Layer:This circular region is located around
the inner zone, and the MSs located in this region

communicate to the BS in two hops. This area ithér
divided into several clusters. The MSs within arythe
clusters would communicate to the BS via a clubtsad
node, called the gateway (GTW). The GTWs are latate
on the boundary adjoining the inner and outer layer,

at a distance of/2 from the BS. Since the radius of the
hexagonal cell i, the maximum distance between the
GTW and the MSs in the outer layer wouldrf& Hence,
the maximum transmission distance in the cell,, i.e.
between BS and GTW (inner layer), or between MS and
GTW (outer layer) is/2.

The MSs located in the outer layer are grouped into
several clusters. A single cell scenario depictithg
schematic of a cluster-based two-hop cellular &echire
is shown in Figure 1. There are six circular clistim
each cell. For each of the clusters, a wirelesshite
located at the boundary of the inner and outerrlaj¢he
cell is selected as a cluster-head node, alteedgtiv
known as GTWSs. There are six GTWSs/cell, each afthe
located at a distance of2 from the BS. Cluster-heads
GTW,, and GTW,, are diametrically opposite to each
other and are separated by a distancg o€., twice the

Boundary separating the inner—layer and outer—layer

transmission distancer/2. The same holds for the P BS-GTW Communication
cluster-heads GTW and GTW,, and for GTW, and
GTWs,. In practice, the GTWs could be fixed relay ——>  GTW-MS Communication

stations (RSs), located on the street lamps/rogod,tor,
MSs/wireless terminals with their own traffic. lase of  Figure 1. Schematic model of a cluster based two-hop cellular
fixed RSS/GTWSs, they could probably be placed af&twork (downlink).
exactlyr/2 from the BS.

However, if the MSs are selected as relays, then th
exact location of the relay node would depend aom th
distribution and the density of the mobile termial
Hence, the selected GTW node could be located at a
distance slightly less or greater thda from the BS, and
also, the GTWSs would not be equidistant to eacleroth
There would be a small yet noticeable differencehim
system performance due to fixed/mobile GTWSs, and is
explained later in Section 6. In addition, a deiferstic
cluster-based design is considered in the semistceil
model, later in this paper, where the six GTWdhia ¢ell
are assumed to be both equidistant to each otieated
exactly at a distance of half the cell radius frima BS,
and most importantly, the MSs in the outer-layerthef
cell are assumed to be at a maximum distane&dfom
the cluster-head GTWSs. An important point to besdas
that the number of clusters per cell in the clubiEsed

minislot 1 minislot 2

GTW1a — BS | MS —> GTWq,

MS —» GTW1p GTWip—> BS

Uplink
IS

TS1 TS15

Downlink
TS

BS — > GTWqa | GTWi;—> MS

GTWip— MS | BS —» GTW 1p

minislot 1 minislot 2

Time Frame

design need not be always six. It could be twor,fsix,
eight, ten or even higher. The only condition iattthe
number of clusters per cell has to be an even nuyrdbe
to the basic principle of simultaneous transmissidn
communication pairs located in the diametricallypagite
clusters in the cell. However, in practice thereais
limitation that as the number of clusters per dsll
increased, the amount of resources that could\mngo
one cluster decreases. In a very recent work, shavn
[19] that for a cellular network, with six BSs sounding

Copyright © 2008 SciRes.

Figure 2. Synchronized resource reuse mechanism for a
TDD/TDMA cluster based two-hop cellular networ k.

the central BS, the optimum number of GTWSs in each
cell that maximizes the system capacitgiis

This justifies the selection of six GTWs in the stkr-
based two-hop cellular design. The variation oftesys
capacity for different number of GTWSs per cell i©own
in Section 6. In addition, the cell region coulddieided
such that the radius of the inner layerrr where 0<
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T < 1is the ratio of the inner layer radius to theiwmadf valid even for asymmetric traffic, as long as thaffic
the cell [20]. In that case, the maximum transmoissi asymmetry remains the same for all the cells.
distance would no longer be restrictedrtd. However, 5) The given TS resource is also allotted to ed¢heo
the cluster-based design would be still valid, asiled be  hexagonal cells in the system. As shown in FigurioB
observed later when the GTWs are selected from thboth uplink and downlink, the transmitters of dfiet
MSs. concurrently communicating pairs in the adjaceritsce
In order to understand the complete workingare beyond the exclusion region of the desiredivecén
mechanism, a conceptual model of the cluster-basetlhe intended cell. Hence, as shown in Figure 4ivang
two-hop cellular network with six clusters/cell and TS resource is not only used by two simultaneously
equidistant GTWSs at a fixed distancer( from the BS communicating pairs in any cell, but also, the sarfe
is considered, and the underlying principle of theresource is reused in every cell. However, it ibeémoted
synchronized resource reuse technique is descrised that a TS resource given to a communicating paia in

follows: two-hop network is only half the time slot periogen to
1) As shown in Figure 1, SHis the inner-layer an equivalent single-hop network, as shown in Fgar
(single-hop region) and Mid MHy, ... MHg, are the  Due to using a resource twice within a cell, howetee

two-hop clusters in the outer layer. In additior] W, cluster-based design effectively results in a fesmy
GTWjy, ... GTW;, are the respective cluster-heads forreuse factor obne

MH 1, MHy, ... MHa,,. Each cluster contains a number of  6) The GTWSs can be considered to be equidistant and
MSs. In case of downlink communication between BJocated at approximately2 from the BS if they are fixed
and a wireless terminal located in any of the elisstthe  terminals. However, if the GTWs are not fixed, aave
BS would communicate to the cluster-head GTW in theselected from the distributed MSs, then, the wiele
1% hop, and in the™ hop, the GTW would communicate terminal located at either half the cell radiuslosest to
to the MSs associated with the corresponding disiste half the cell radius (either in the inner-layer iar the
Similarly, in the uplink, the MSs in any of the stars  outer-layer) is selected as a GTW. Irrespectivetudther
communicate with the BS in two hops, wherein, the M the selected GTW is in the inner layer or outeetaghe
communicates to the GTW in the 1st hop, and the GTviransmission distance of the communicating pawbeh
communicates to the BS in the 2nd hop.

2) A TDD/TDMA scheme is considered for the
cluster-based two-hop network. For a multihop syste
with number of hops per link, 41, the signal for any
hop can be transmitted only fa¥M time slot duration,
whereT is the TS period. Hence, the TS is divided into
two minislots for the two-hop links. However, for a
wireless node located in the inner layer {HHthe
communication between the wireless terminal andBi&e
would take place in single-hop, for the full duoatiof
one TS.

3) The reusability of the resources is increased by
allowing two multihop clusters in any cell to ocguine
same TS at the same frequency. As shown in Figure 1 s
the clusters MH1a and MH1b are located at dianadtyic Q\,5 BS
opposite sides of the BS. The synchronized TDD &am GV Gl
structure for both uplink and downlink is showrFgure 2. ‘ i
In the downlink, GTW, can download to the MS in its OTWa i
cluster in a particular time slot. At the same timstant,
the BS could download to GTM/in the opposite cluster
of the same multihop cell. It should be noted theth
these simultaneously communicating pairs are oet$id
exclusion region of each other. Similarly, in thexntime
slot, the GTW, — MS and BS— GW;, communication
takes place simultaneously.

4) In the uplink, the transmitters and receivershef
cluster-based model are reversed, as seen in F2gimet —> Desired (Intended) communication pair
the governing principle of the resource reuse teglen » Interfering (Unintended) communication pair
remains the same. It can be therefore noted teatetinse

of the resources can be done independently for bOtBigure 3. Interference reduction mechanism for cluster

uplink and downlink, using the synchronized reseurc pagy two-hop cdlular network using synchronized resource
reuse technique. Hence, this cluster-based desigains  reusetechnique.

Interference at GTW Interference at MS

Downlink communication

MS
O

Interference at BS Interference at GTW

Uplink communication
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the BS and GTW would be then different from®.
Correspondingly, the transmission distance of tAié\G
MS pair would also vary.

3. Capacity Calculation

All the wireless terminals in any cell are assunted
transmit their signals with the same powy, If d. is the
transmission distance between any communicating pai
then the power receive®g, using a general propagation
model is given by:

Fe =P —(k, +10alogy,(d;) +4;)  [dB] 2

wherek; is a constant that depends on the propagatio
environment (indoor/urban/suburbanm),is the path loss
exponent and¢{, is the shadowing factor across the

transceiving pair. In a multi-cell scenario, theeagi radio
resource is utilized by all the cells in the systérhe
transmitters of all simultaneously communicating g
the seven-cell scenario are marked and shown uré&ig
along with the interference calculation at the heme
gateway (i.e., the receiver of BS GTW pair) of the
center cell (cell 0). The thick arrows in Figurefbm BS
— GTW and GTW— MS in all the cells represent the
simultaneous communicating pairs. A reference (itwted
line in the figure) is considered that connects Bi& of
cell 0, cell 1 and cell 4. The dashed lines frore th
transmitting BSs and GTWs of cell 2 and cell 3the Rx
GTW in the center cell indicates the distance &f Rx
GTW from other interfering transmitters in celliacell 3.

Reference Line

Figure 4. Distance calculation for different interfering
entitiesin the downlink model.

Copyright © 2008 SciRes. .J.C
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In all, the Rx GTW in cell O would experience iféeence
from thirteen interferers: two interferers from kaif the
six adjacent cells and one transmitting GTW (of GFW
MS pair) from cell 0.

For any communicating pair, the inter-cell inteefece
only across six adjacent cells, i.e., tHétier of cells is
considered. The transmitting interferers from th&tr
of cells are very far from the intended receiveid aence,
the interference generated from these transmitters
assumed to be negligible. Therefore, for any conrating
pair in this cluster-based model, there is onerfeter
from own cell and two interferers from each of the
adjacent cells. The carrier-to-interference ratie i

therefore calculated as follows:
n
1,Q Tk +10a10g10(d.)+4.]

= 3
V=S gk oon @)+ ] 3
whered; is the distance of the desired receiver from
the i interfering entity and\, is the total number of
interfering entities for any receiver in a clusbased

model. & accounts for shadowing between the desired

receiver and thé" interfering transmitter. The capacity in
bps/Hz/cell is calculated by finding the system azaty
independently over seven cells (center cell andcsils

in the F'tier), as shown in Figure 4, and averaging over
them. Each cell in the®ltier is surrounded by six cells
out of which three cells belong to th& gier. The traffic

in the twelve cells of the"2tier only contribute for the
intercell interference calculation for thé' fier of cells.
This 2 tier of cells is necessary to remove the boundary
effects while calculatingy for the ' tier of cells, and

hence, the Shannon bound is not calculated foivibke
cells in the ¥ tier. As shown in Figure 2, the data across
each communicating pair is transmitted for onlyf hiaé
time slot period in a two-hop system. As a consaqeg
the Shannon capacity has to be scaled by a fattbi2o
Also, in each of the seven cells, there are two
simultaneously communicating pairs, and depending o
the distance of the interfering transmitters theeieers of
these two communicating pairs would have different
values of y. Therefore, the system capacity (of only the
two-hop links) is calculated from the Shannon epuat
as:

Ne N

33 g, (y; +1)bps/Hz/Cell

c i=l j=1

c=_1

N (4)

where y; is the carrier-to-interference ratio of e

communicating pair in thé&" cell. N, is the number of
concurrently communicating pairs in the outer latreat
use the same radio resource, in any single cell.do
cluster-based design, two pairs located diamelyical
opposite to each other communicate simultaneously,

N, =2. Nc =7 is the number of cells over which the system
capacity is calculated. In order to calculate therage
per-cell system capacity, the Shannon capacity tequa
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in Equation (4) is summed up over &l cells and made by the communication pair, GTW> MS, in the

averaged over them. intended cell (cell 0 in this case) with the refere line
of cell 1. Similarly,x;; andxy, indicates the angles made
4. Semi-Analytical Model by the f'interfering communication pair, BS> GTW,

and the ¥ interfering communication pair, GTW MS,
(both) in cell 1 with the reference line of cell The

In order to assess the performance of the syncedni precise location of any MS is determined by thelang

resource reuse technique for the cluster-baseqiesi e by the line joining the MS and its correspogdi
semianalytical model is developed for a determimist s1\v with the reference line. At the same time. he t

ciuster-gaseg tW%-hiophnegvork. In t?is ddete(;mlinisti aeterministic cluster-based model, the trans- ossi
cluster-based model, the GTWs are fixed and locateflisiance is always the maximum possible vaize,

exactly at a distance of2 from the BS. Also, the GTWSs In Section 6, the capacity results obtained from th

are equidistant from eac_h othe_r. Hence, the six GTW deterministic cluster-based model are compared thi¢h
th_e ceII_represent the six vertices of a reg_ularagen, simulation model. For both uplink and downlink, sthi
with a side length of/2. In addition, the MSs in the outer ge i analytical model first calculates the distantéhe

I?%/efr are i?s_sumed to be gl_i_"’v?/y? Io%ateld at i‘:‘ dat;:a intended receiver from all simultaneously commutifza
r/2 from their respective s; and also, the @intended transmitters. A downlink schematic for a

assumed to be uniformly distributed between [0°B60 goyan_cell cluster-based two-hop model is shown in

across the outer layer of the cell. Henc_e, theadist Figure 4. It should be noted from Figure 4 thatycthie
between the BS and GTW, and also the distance Betwe | .4tions of the BSs are fixed. The distance betvia®

the MS and its corresponding GTW is fixed. This ] ) o )
simplifies the analysis for numerically calculatiige BSS isV3r. Since the transmission distandgsr/2, for

Shannon capacity of the cluster-based two-hop nétwo the cluster-based model, the distance between t&® B
However, the preCise location of the GTW in thd c=l can also be written ag\/édc o In Figure 4, all the
determined from the angle made by the BS - GTW Pafransmitters in the seven cells are shaded witty gra

W'éh the rheferen(i:e I'ng' Ss ﬁ%‘%‘m n .Flg_ure q_h. background. The black circle in the center cell ksane
Indicates the angle made by t mmunication pair, ¢ o desired receivers which would experience

BS— GTW, in the intended cell (ceI_I 0in this case)hwit interference from other unintended transmitterse Th
the reference line of cell 1, wheregg,indicates the angle distance between the black circle (desired recpiard

GTW all the gray colored circles (interfering transenigt from
Cell 0 W Cell 0 fa the own cell and all the adjacent cells) marksdiseance
e a s of the different interfering entities. Hence, a®wh in
“dheos@)| [4,189 W AL | e costan Figure 4, the total interference experienced bgceiver
q,, [~
GTW 1b Vg i depends on the relative distance between this vecei
‘ MST 2dsin@) | and all its interfering transmitters.
MS
23d, . .
e 4.1. Carrier-To-Interference Calculation for
| Downlink.
GTW GTW Cell 1 In the downlink, the communication takes place fi88
e” 2a fe— H
c ket t00 BS . -180 — GTW and from GTW— MS. Figure 5 (both, case a
dcos(xi\? T dccos(x‘pi Ay ot and case b) shows the simultaneously communicating
’ K 2b 'Lﬁ,f pairs in cell 0 and cell 1 in the downlink scenarks
dsint) O ) A seen in Figure 5, there are two simultaneously
Rotoren e for cel 1 Reforence e for ol communicating pairs per cell, i.e., the B GTW pair
and GTW — MS pair. The receivers of cell 0 would
Case a: Distggi;c\ic:::iﬁ‘nca;”tge receiver of Case b: Dlstg;xﬂﬁisc:::i?::et”tgereceiverof experience interference not Oniy from |tS own Cbllll
also from the simultaneously communicating paicsmr
Base station RacaeinE &) UEDEEL other cells. The interference experienced by the
(S;mu\t:nio:lhs corivminllzicatinfgd?atirs in tfhe dm::nnk :f;elioand Ee” 1) Communicating pairs in cell O are calculated alm¥at:
imultaneous communicating pairs in the downlink of cell 0 and cel .
Simult ting pairs in the downlink of cell0 and cell | 1) BS— GTW Communication in the Intended Cell
(for which the calculation of distance from other interferers is NOT shown) When the atewa |n the Intended Ce” IS the ddSlre
Di: f th hy Il 0 with th ded 11 y
istance of the receivers in the cel with the unintended transmitters in ce . . . . .
The angle made by the 2 communicating pairs in the cell 0 with the reference line recelver (Say’ GTWla In Ce” O In Flgure 5)' thetdmce
i of cell 1 are given by g, and ay between this gateway and the interfering transnsitte
e angle made e 2 communicating pairs in the cell 1 wi e reference line . . .
Bewd sy e e e Gvan ik s | the adjacent cell are calculated as shown in Fig(a.

There are two cells, cell 0 and cell 1. Using basic
trigonometry, the distance of the communicatingeesr
in cell 0 from the interfering transmitters in cdll is

Figure 5. Calculation of distance at the receivers of BS —
GTW and GTW — M Spairs (downlink) from thetwo interfering
transmittersof i cell.
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computed. As shown in Figure 5(a), the distance of
receiving gateway at cell 0, GTW1a, from the BS el
1 is given by:

des” = (24/3d, —d, cos@y))? +(d, sin@,))>  (5)

whereas the distance of the unintended transmitting
gateway of the cell 1, GTW2b, to the desired gajewa
receiver in cell 0 is given by:

dGTW12 = (2\/§dc + dc COS(XLZ) - dc COSQM))Z

2.732r

1.232r

e

le

. . 2
+(d, sin(x,) - d. sin(Cyy)) (6)
. . . Case a. The inter-cell Case b. The inter-cell

The angleg,,, is formed between the line joining the interferers for the BS->GTW  interferers for the BS-> GTW

communicating pairs, BSGTW1a in cell 0 with the communicating pair are atthe  communicating pair are at the
. ’ . . maximum distance. The minimum distance. The
reference line of cell 1. Similarlyx;, is the angle resulting interference is at its resulting interference is it at
between the line joining the communicating pairs, lowest value, and hence, the its highest value and hence,
B . ; capacity of the pair is at its the capacity of the pair is at

GTW2b— MS in cell 1, with the reference line of cell 1. e s lonest vallie.

The above equations, Equation (5) and Equation (6)

could be generalized to calculate the interferamm®ing  Figure 6. Minimum and maximum distance of the inter-cell
from the transmitters of all the six adjacent ceit® the interfering entities (downlink) from the receiver of the BS
desired receiver, i.e., the GTW of the intended. &  — GTW.

changing the reference line for each of the shacetjt

cells, the distance of the interfering transmitteosn the ~ Dividing the numerator and denominator &y” results

i cell can be calculated as follows: n:
1
2 _ _ 2 V== — — 14
desi” = (2\/§d° d cos@,)) 27+ Z i6=1(,8(GTW), )+ Z iezl(ﬁ(BS)l )
; 2
H(dsn@)” D where
=13d” - 4/3d. cos)) (®) Bes,’ =13-4/3cos@)) (15)
whereas the distance of the unintended transmitting 2 14+ 4J3cos —cos@
GTW to the desired GTW receiver is given by: P 3 @) )
—2cos@, —6;) (16)

dGTW.2 = (2\/§dc + dc COS@Z) - dc COS@H))
. . If the orientation of the GTW is fixed with respeot
_ 2
*(d.sin@,) - d.sin(@,) ©)  the BS, then the interference and the capacithefBS
=14d,” + 4/3d.” (cos@,) - cos@,)) — GTW pair in the semi-analytical model varies only
g ? _a 10 with the location of all the interfering transmittefrom
¢ Cos@, ~6)) (10) own cell and adjacent cell. Hence, the best andtease
for the capacity of BS» GTW pair in the intended cell
0. =a. +60i -1 11 can be calculated by considering all the interfeterbe
=0, 600~ (12) located at the maximum and minimum distance froen th
is the angle in degrees made by the -BSTW intended receiving GTW of the BS GTW pair.
communicating pair in the intended cell with the

Here,

reference line of thé" cell, and Upper bound for capacity:
. As can be seen from Figure 6(a), the own-cell
@2 = %, +60( -1) (12)  interferer (transmiting GTW from the diametrically

opposite cluster) is at a fixed distance rofrom the
intended receiver (GTW of cell 0). Similarly, the
interfering transmitters of the adjacent cell (Bl &TW)

is the angle in degrees made by the GFWS in thei™
cell with the reference line of thi' cell (Figure 5(a)
shows the anglex;; made by the GTW2b— MS
communicating pair in cell 1, with the referenceeliof  are at a distance afss = +/3r +1 ~2237 and dotw
cell 1). It should be noted that all and ¢ vary 2

uniformly from [®, 360]. In addition, the distance of the = J3r+r =~ 2.732 respectively from the intended
intra-cell interfering transmitter iSOouncei=2d.. The  receiver. It should be observed that these intercel
carrier-to-interference value at the receiver ofy an interferers are at a maximum possible distance filoen

communication pair is therefore given by: intended receiver; and hence, causes the leadkimace
Y to the intended communicating pair. The carrier @oat
y= d (13) the receiver of the BS> GTW pair is given by
-a 6 -a 6 -a
(20,77 + 3 2 (Ahgrwy ) +2- (e ) Pr=Pr = (ki + 10xlog10(/2)) 17)
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For a multi-cellular network withr=217m, a
propagation model [21] witky=37, a=4, and assuming a
transmit power of 1W, i.e., 0 dBW, the received pow
Pr, would be -118.4 dBW. The BS> GTW pair in the
intended cell would experience interference from si
adjacent cells. Hence, the upper bound for theaitypaf
the BS — GTW communicating pair is obtained by
substituting the values of these interferencesadsts
into Equation (13) for calculating the resulting
interference. The upper bound of the capacity tierBS
— GTW communicating pair is then obtained by 3
substituting the resulting interference into Equat(4).

The total interference power experienced by theivany

3.232r

Case a. The inter-cell interferers Case b. The interferers
GTW node would be -129.2 dBW. The upper bound for Al et e e
the capacity of BS»> GTW pair would be 3.68 bps/Hz. communicating pair are at the communicating pair are at the
maximum distance. The minimum distance. The
. resulting interference is atits resulting interference is it at its
Lower bound for capacity: lowest value, and hence, the highest value and hence, the
The lower bound for the capacity of GT\W MS pair capacity of the pairis at its capacity of the pair is at its

. . . . e . highest value. lowest value.
is obtained by considering the minimum distancehef ¢

inter-cell interfering entities. As can be obseriedm  Figyre 7. Minimum and maximum distance of the inter-cell

Figure 6(b), the minimum distance of the interfgrin interfering entities (downlink) from the receiver of the
transmitters (BS and GTW) from the adjacent cadldgg ~ GTW — M S pair in theintended cell.

r
= V3r 57 1237 and dorw = V3r-r = 0732 01> between the communicating pair, GTWih MS

respectively from the intended receiver. The rasglt With the reference line of cell 1). Equation (26 i
lower bound for the capacity of BS GTW pair is 0.72 simplified and the corresponding equations fgk, and

bps/Hz. BeTw) are given as:

2) GTW— MS Communication Pair in the Intended Bes’ =16—8\/§cos@2) (22)
Cell: R

For the 2% active communication pair, GTW> MS, Bisrw), =17+4\/§(2C056i2) —C0s@,))
in the downlink of cell 0, the maximum distancetbé -4cos@, - 6,) (23)

intended receiver, i.e., the MS of the GT\W MS pair,

from the BS igwicethe transmission distance. Therefore, It should be noted that the equation foremains the
as seen in Figure 5, the MS in cell 0 is locatechat same as given in Equation (14).

distance ofd = 2d. = r from the BS, and is distributed

uniformly from [, 36(f]. The distance of the interfering Upper bound for capacity:

BS and the interfering GTW from the cell 1 is cédted In the semi-analytical model, the MS in the G
from basic trigonometry as: MS pair is assumed to be at a maximum distanag2of
) from the GTW. The own-cell interferer is the traritsen
dgs” = (24/3d, - 2d, cos@,,)) from the diametrically opposite cluster. Hence, tiven
+(2d, sin@,))? (18) cell interferer is at a distance of from the desired
) , receiver. It can be observed from Figure 7 that the
darw,” = (24/3d, —d, cosf,,) - 2d, cos@,)) maximum distance of the interferers from an adjacet
+((dc Sin()ﬁz)_ Zdt; Sinelz )f (19) aredBS = \/§|’ + 3—2rz 2.732 anddGTW = \/§r + 3—2r

This equation for calculating the distances of thex 3232 respectively. Hence, substituting these values
interfering transmitters from other cells could wetten  jnto Equation (13) and Equation (4) results in tipeer
in a generalized form as: bound for the capacity of the GTW— MS

stz _ (2\/§dc ~2d, cos@,))’ communicating pair, which is 3.91 bps/Hz.

+(2d_sin(@,))? (20) Lower bound for capacity:
) ) Similarly, the lower bound for the capacity of the
dorw” = (23d, +d, cos@,) - 2d, cos@,)) GTW — MS pair is calculated by knowing the distance
+(d, sin(@,) - 2d, sin@,))? (21) of all the interfering entities. The own cell infener is at

a distance ofr, whereas the minimum distance of the
where, 8, = qi,+60(-1) is the angle in degrees made interferers from any adjacent cell arérOandr, as is
by the GTW— MS pair in the intended cell with the shown in Figure 7. Hence, the lower bound of the
reference line of th&" cell (Figure 5(b) shows the angle capacity for the communicating pair is 0.21 bps/Hz.
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3) Capacity Bounds for End-to-End Linkn a confidence measure of 95%.996" = 095) for the
two-hop system, the capacity of the end-to-end imk resulting interferers [25]. However, a confidenceasure
limited by the lower value of the capacity of anfytke  of 99.6% for each of the interfering entities inaglithat
two-hops of the link, i.e., if the capacity of th& hop of  the total interference power would vary hy Be., 24 dB.
the link is less than the capacity of tHé l2op of the link, Hence, the total interference power would be betwee
then the capacity of the end-to-end link is limitegdthe  -105.2 dBW and -153.2 dBW for 95% of the cases, ae
capacity of the % hop of the link [22]. Hence, the variation of 18.55% on either side of -129.2 dBW.
capacity of the end-to-end link in the downlink s@go  Therefore,y, would experience a variation of 25.3%
in the cluster-based design is limited by the les§ehe  (6.75+18.5) around 10.8 dB (-118.4+129.2). Henhe, t
capacity values of BS» GTW pair and GTW— MS  system capacity would vary between 2.75 bps/Hz/cell
pair. Hence, the lower and upper bounds of theagpa and 4.61 bps/Hz/cell for 90% of the cases, due to
for the cluster-based two-hop design is limitedthg lognormal shadowing. It should be noted that the
capacity values of the BS> GTW pair, and is equal to multiplication of the confidence measures for tlaerier
0.21 bps/Hz/cell and 3.68 bps/Hz/cell respectively. power (95%) and for the interference power (95%)

It should be noted at this stage that the uppentb@i  results in a confidence measure of 90% for theesbfy
the GTW — MS pair would be higher than 3.91 and the system capacity.
bps/Hz/cell if the distance between the GTW and iM1S A significant inference that can be derived frome th
less thanr/2. However, since the upper bound of theabove calculation is that even for a shadowing weith
downlink capacity for the cluster-based desigringtéd  zero mean and 4 dB standard deviation, the uppando
by the lesser of the capacity values of BSGTW and  of the system capacity would vary by 25.3% arousd i
GTW — MS pair, the higher values of the capacity mean, for 90% of the cases. If the environment esuas
obtained by the GTW- MS pair does not change the much higher shadowing, the variation in the uppmmial
capacity result of the cluster-based design. of the system capacity would be still higher. Télows

4) Effect of Lognormal Shadowing on Capacitythe significance of taking the shadowing into cdetions
Bounds:In presence of lognormal shadowing, the boundswvhile allocating the resources in a wireless nekwor
for the system capacity would vary. The amount of
variation would depend on the standard deviatiothef Effect on lower bound of capacity:
lognormal shadowing. Due to the summation of The lower bound of the capacity in case of downlink
lognormal variables in the calculation of the iféeence communication is 0.21 bps/Hz/cell, achieved for the
power (as shown in Equation (3)), it is very difficto = GTW — MS communication. The corresponding value
find an exact expression that would reflect theeaffof  of the carrier power and total interference powez a
lognormal shadowing on the system capacity. Instéed -118.4 dBW and - 110.3 dBW respectively, resuliimg
effect of lognormal shadowing on the capacity bauisd y of -8.1 dB. Similar to the upper bound case, a
computed in this paper. Lognormal shadowing wittoze confidence measure of 95% implies a variation{of @4
mean and standard deviation of 4 dB is consideredB in the interference power. Hence, the total
throughout the analysis [23]. The received powertli@  interference power would be between -86.3 dBW and
carrier signal would vary within a value of,d.e., 8 dB, -134.3 dBW for 95% of the cases, i.e., a variatan

for a confidence measure of 95% [24]. 21.75% on either side of -110.3 dBW. Given that the
carrier power would experience a variation of 6.76f0
Effect on upper bound of capacity: either side of -118.4 dB, the value pfind the system

The upper bound of the capacity in case of downlinkcapacity would experience a variation of 28.5% 18%
communication is 3.68 bps/Hz/cell, achieved for B® + 6.75%) around 0.21 bps/Hz/cell, for 90% of theesa
— GTW communication. The corresponding value of theHence, for a lognormal shadowing with zero meanand
carrier power and total interference power are 418 standard deviation of 4 dB, the lower bound ofdigtem
dBW and -129.2 dBW respectively, resulting inja of ~ capacity would vary between 0.15 bps/Hz/cell arii7 0.
10.8dB. An 8 dB variation in the signal strengtipiies ~ bps/Hz/cell for 90% of the cases. It can be obskthat
that the carrier power would be between -110.4 digwy  the absolute effect of lognormal shadowing on theelr
-126.4 dBW for 95% of the cases, i.e., a variatisn bound of the capacity value is not a significarsiues
6.75% on either side of -118.4 dBW. There areehint Since the lower bound of the system capacity isagly a
transmitters that would interfere with the intendedvery small value.
communicating pair and the resulting interferingvpo
would be a summation of all these interferershéf same 4.2. Carrier-to-Interference Calculation for Uplink
confidence measure of 95% is to remain for both the
carrier signal and the resulting interference digih@n a In the case of an uplink as well, there exist two
higher confidence measure should be assumed farafac simultaneously communicating pairs in the clustasdun
the interfering entities. A confidence measure 8f6%  model: the MS— GTW and the GTW— BS pairs
for the power received from each of the thirteeniocated at the diametrically opposite clustersthia case
independent interfering transmitters would resulta  of an uplink, both the transmitters in the cludiased
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design: the GTW and the MS, are not fixed, whertas,
receiver of one of the communicating pairs, i.ee BS
of GTW — BS pair is located in a fixed position. This
results in a slightly modified expression fin case of
uplink, as compared to the downlink scenario:

1) MS —» GTW Communication Pair in the Intended
Cell:

For the MS — GTW pair communication, the
expression fop is given by:

IB(MS)i2:17+4’\/—3(2003ﬂ2 y co#f, |

—4cos@, —6,) (24)
Biorwi” =14+4/3(2cos@,) - cos@,))
-4cos@, - 6,) (25)

where ¢, andf;, are same, as defined for the BS
GTW communication pair in the semi-analytical model
Xo is the angle made by the GHW — MS
communicating pair in thé" cell with the reference line
of thei™ cell; and ¢;; = X1 +60¢- 1), is the GTW— BS
communicating pair in thé" cell with the reference line
of thei” cell.

2) GTW — BS Communication Pair in the Intended
Cell:

Similarly, for the GTW— BS communication in the
intended cell, the correspondifiyalues are:

Bus, =16+8/3cos@,) (26)
Biorw, =13+ 4/3cos@,) (27)

3) Capacity Bounds for End-to-End Linkhe lower
and the wupper capacity bounds for the
communicating pairs in the uplink, GTW BS pair, and

379

system capacity (0.74 bps/Hz/cell) would vary by2B%
for 90% of the cases.

5. Simulation M odedl

A simulation model for the cluster-based two-hojutar
network is developed in Matlab. An airport or a gam
environment, with a total coverage area of 1°ks
considered in the system design. There are 19whin

a coverage area of 1 knHence, the distance from the
centrally located BS to the edge of the cellis around
130 meters. A propagation model wikh= 37 andx = 4
has been considered in the simulation model. 1083 M
are uniformly distributed around this network cage
area and each cell is designed to have six clusidirthe
MSs that are located in the outer layer of the eed
assigned to any one of the six clusters. This agsént is
done depending on the closest distance (lowestlpash

in the presence of lognormal shadowing) of the
respective MS to the six GTWs in the cell. Thisultssin

a system where there are, on an average, eightgdSs
cluster. The GTWs are selected from among the MSs.
The MSs selected as GTWs are located at nearlythalf
cell radius. The exact position of the GTW depeads
the distribution of the MSs. A TDMA time frame wifl®
TSs has been considered in the simulator desige. Th
simulation model calculates the valueyand the system
capacity for seven cells independently and theergan
average over these seven cells. The network islaietl
for two different scenarios. In the 1st case, ih$sumed
that there is no shadowing. Hence, for this cdsep in
Equation (2). In the™ case, a lognormal shadowing with
a zero mean and a standard deviation of 4 dB is

twoconsidered [23].

For different locations of the GTWs and the MSs

MS — GTW pair can be calculated in a similar manner(with respect to the reference line), the distaotdhe

as is done for downlink. The maximum distance & th
inter-cell interferers from the receiver of the GFWBS
pair are 1732 and 2732, resulting in a maximum
capacity of 3.32 bps/Hz for the GTW- BS
communicating pair. Similarly, the minimum distanafe
the inter-cell interferers from the receiver of BgW —
BS pair are 32 and 1366r, which results in a

desired receiver from the interfering transmittersuld
vary, which in-turn would vary the experienced at the
receiver of the communicating pair. The synchrahize
resource reuse technique ensures that all thefaritey
transmitters are spatially well-separated in distarThe
exact value ofy, and thereby the system capacity value,
however, depends on the relative distance betwken t

minimum capacity value of 0.74 bps/Hz. The minimumreceiver and other transmitting GTWs and MSs. Hence
and the maximum capacity values for the MSGTW  the system capacity is plotted as cumulative digtion

pair, assuming a constant distance/@fbetween the MS function (cdf) as can be seen from Section 6. The
and GTW, are 0.88 bps/Hz and 3.71 bps/Hz respégtive Shannon capacity obtained from the cluster-based
Hence, the upper and lower bounds for the systerntwo-hop cellular architecture is compared with the

capacity in the uplink scenario are 3.32 bps/Ht/art
0.74 bps/Hz/cell respectively.

following systems:
1) A single-hop cellular network with no relaying:

4) Effect of Lognormal Shadowing on Capacity There are no relays in this design. In every herabo

Bounds:Similar to the downlink scenario, the lognormal
shadowing causes a variation in the bounds of i
capacity in the uplink scenario as well. The uppeund
of the system capacity for the uplink scenario 3.3
bps/Hz/cell) experiences a variation of 25.3% fo¥®of

cell, the BS and the MS communicate with each oitner
single hop, irrespective of whether the MS is ledain
the inner layer or outer layer.

2) A benchmark relaying algorithm for a two-hop
cellular network:

the cases in presence of lognormal shadowing oB4 d The benchmark algorithms for the two-hop cellular

standard deviation. Similarly, the lower bound bEt
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design, introduced in [26], provides three effitien
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methods for flndlng the wireless terminals thatldoact Variaton of System Capacity for Different Number of Clusters/Cell
. . - 1.5 T T T T T T T

as relays in order. to maximize the system capacthese =

benchmark algorithms could be either distance-based L4 4 clusters/oell

=8 6 clusters/cell
= 8 clusters/cell
—©— 10 clusters/cell

path loss-based, as explained below. The pathbassd
algorithms take the random effects, arising due to
shadowing, into account. Hence, in the presence of
lognormal shadowing, the path loss based algorithras
superior to distance-based algorithms.

0.5

5.1. Distance-Based Benchmark Algorithm

Cumulative Distribution Function (cdf)

In the two-hop design based on benchmark algorithms

the MSs located in the outer layer of the cell R T

communicate to the BS in two hops, as is the cate w ' System Capacity (bps/Hz/cell) '

the cluster-based model. The GTWSs/ relay nodes are

selected from the mobile nodes available in thevoet.  Figure 8. Cumulative distribution function (cdf) of system

Suppose, there afd possible two-hop routes, between capacity (average of uplink and downlink) for a two-hop

the BS and the MS in the outer layer. Then, thectetl  cdlular network with different number of clusters/cell.

route, rs, is determined, depending on the transmission

distance between the BS and the relay nade, and an interference avoidance model, with an optimum
" spatial protection margin af = 10, is considered for all

the different methods. In addition, it should beedbthat,

nON routes. The three selection schemes of the standaid the simulation model, the increase in the ovadheéue

benchmark algorithm for two-hop network [26] argegi  to additional signaling is not considered in anytioé

between the relay node and the M&, , for each of the

as follows: two-hop cellular designs. This increase in the bgad in
a) shortest total distance (STD) selection scheme: the two-hop design would cause some reduction én th
r.=min(d, +d_ ) capacity gain with respect to the single-hop catfiul
L network. However, this paper focuses on the differe
b) least longest hop (LLH) selection: two-hop schemes, and comparing the performanchkeof t
r. =minmaxd, ,d. ) and two-hop schemes with the single-hop design is het t
® OnN o 2 main focus of this work. Also, it is expected thdte

c) shortest relaying hop distance (SRD) selection: cluster-based architecture with an intelligent uese

r. = min(d, ) allocation technique, would require less or samewm
S OnON o2 of overhead signaling as compared to the benchmark
algorithms, for the two-hop cellular network. Hentiee
5.2. Path Loss-based Benchmark Algorithm capacity results obtained in this work for the thap

networks, viz., the cluster-based design and thieeth
In addition to the distance-based benchmark alymst ~benchmark algorithms are directly comparable. In
[26] also introduced the path loss-based benchmarRddition, the MSs in the inner-layer of the cludtesed

algorithms. Let P, and P, denote the path losses in design are not considered in the simulation, for@frthe

, i , two-hop methods, as well as for the single-hop giesi
dB associated with the first hop (BS and relay doded g js hecause, in both the cluster-based desigrtize

second hop (relay node and MS of the outer layefjyee standard benchmark algorithms, the wireless
respectively, along the™ route wherenUN. Then, the  (orminals located in the inner-layer will commuriea

selected route is determined as follows: with the BS directly in single-hop, as in case of
a) minimum total path loss (MTP) selection scheme: single-hop cellular networks. Hence, all these twp-
re=min(R_+P ) methods would use the same amount of radio resdoirce
the inner-layer, and hence, the inner-layer deggnot

b) least maximum path loss (LMP) selection: considered in this study.

ry = min max®_,P ) and

¢) minimum relaying hop path loss (MRP) selection: 6. Results
s %Q(PL"Z) Figure 8 shows the system capacity of the clusised
In order to have a fair comparison, the source MSs two-hop design (average of uplink and downlink tegu
case of uplink (or the destination MSs in caseafrdink)  for different values of clusters per cell. It candbserved
remain the same in all the methods, viz., the eldsased that the system capacity shows an increase with an
two-hop design, the three standard benchmark two-hoincrease in the number of clusters per cell. Howetne
schemes, and the single-hop non-relaying technitjse, step size of this increase reduces with an increatiee
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Variation of System Capacity for Uplink Scenario

=} Single—hop design

=B Shortest total distance (STD) 2—hop selection scheme
@+ Shortest relay distance (SRD) 2—hop selection scheme
=—©— Least longest hop (LLH) 2-hop selection scheme
—— Cluster—based 2-hop selection scheme

0.5

Cumulative Distribution Function(cdf)

0 0.5 1 1.5 2 2.5 3
System Capacity (bps/Hz/Cell)

Figure 9. Cumulative distribution function (cdf) of system
capacity in the uplink of a multi-cdlular network under
different transmission schemes (in the absence of lognor mal
shadowing).

Variation of System Capacity for Downlink Scenario

—+— Single—hop design

—HB— Shortest total distance (STD) 2—hop selection scheme
@+ Shortest relay distance (SRD) 2—hop selection scheme
—©— Least longest hop (LLH) 2—hop selection scheme
—— Cluster—based 2—hop selection scheme

0.5

Cumulative Distribution Function (cdf)

0 05 1 1.5 g 2.5 3 3.5 4
System Capacity (bps/Hz/cell)

Figure 10. Cumulative distribution function (cdf) of system
capacity in the downlink of a multi-cellular network under
different transmission schemes (in the absence of lognor mal
shadowing).

Probability density function (pdf) of the location of GTW node

0.14
Shortest Total Distance (STD) algorithm

02 1t =—-i Shortest Relay Distance (SRD) algorithm
- = = = Least Longest Hop (LLH) algorithm
- | LR RRE RN Cluster—based Design
£ o01H 2 PRIniRN
= N ,

A}

'% ris the distance from the R 2 '\' e\
S 008 BS = . 2
= to the edge of the cell s & ’ A3
z 2 8 [
2 5 - . 2
5 0.06 i B 15
a : - A
2
£ 0.04 |
S
g
a

0.02

= i o < >

o2

0Ir 02r 03r 04r 05r 06r 07r 08 09r r
Distance of location of GTW from BS

Figure 11. Probability density function (pdf) of the location
of GTW for standard benchmark algorithms and the
cluster-based design, in the absence of lognormal
shadowing.
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number of clusters/cell. For example, when the remb
of clusters per cell is increased from two to fotime
expected value of the system capacity is increéssd
1.44 bps/Hz/cell to 1.85 bps/Hz/cell, an increak6.41
bps/Hz/cell. However, when the number of clustefis
increased from four to six, and six to eight, theréase
in the expected value of the system capacity ig 6r878
bps/Hz/cell and 0.23 bps/Hz/cell respectively. Hogd
be noted that this increase in the capacity vahgsdot
take into account the capacity losses arising duthé
increased overhead, as the number of clusters/cell
increases. Hence, in all further part of analysi,
clusters/cell are considered, as is also done 2.
Figure 9 and Figure 10 shows the simulation resflts
the cdf of the system capacity for uplink and damkl
scenarios of all different two-hop design methadshe
absence of any lognormal shadowing. The GTWSs are
selected from among the distributed MSs in the ogktw
Hence, the GTWs are not located at exactly halfcéle
radius. It is observed in Figure 10 that in case of
downlink in the two-hop cluster-based design, theslizan
of the system capacity (2.71 bps/Hz/cell) is 2nget$ that
obtained from the single-hop cellular system withh n
relaying (1.11 bps/Hz/cell). Similarly, the expeattealue
of the cluster-based design is 2.52 bps/Hz/celichvis
more than twice that obtained from the single-hop
cellular network value of 1.12 bps/Hz/cell. More
significantly, the cluster-based design shows aesap
performance over all three standard benchmark iggbs
for two-hop cellular network. The capacity behavair
the STD and SRD schemes are nearly similar to each
other and their expected values are 1.89 bps/Hzloel
1.77 bps/Hz/cell respectively. Hence, the expevtdde
of the system capacity in the cluster-based desi@n63
bps/Hz/cell and 0.75 bps/Hz/cell better than thrabimed
from STD and SRD algorithms. The LLH technique
provides the best performance out of the threedstah
benchmark techniques. The expected value of thersys
capacity for the LLH method is 2.05 bps/Hz/cell,ieth
is higher than the expected value of the capaditgined
from the STD and SRD schemes, but less than the
expected value obtained for the cluster-based tgaén
by 0.47 bps/Hz/cell. Similarly, in case of an uglias
well, the expected value of the system capacitytifier
cluster-based design (1.82 bps/Hz/cell) is grethi@n the
LLH method (1.36 bps/Hz/cell) by 0.46 bps/Hz/céfi.
the LLH method, the node that has the minimum value
among all longest hops (both between, MS and GTW
node, and GTW node and BS) among all possible relay
nodes is selected as a relay. Hence, a node lotatkd
vicinity of half the cell radius is selected astay, which
results in more than one pair utilizing the givesaurce
simultaneously, in any cell. It should be noted thés is
similar to the cluster-based design introduced his t
paper. However, the significant improvement in the
system capacity observed in the cluster-based mlésig
due to the synchronized resource reuse technique
proposed in this work that ensures a reuse of adér
resource in every cell. The cluster-based desigriges

I. J. Communications, Network and System Scie2€88, 4, 285-385



382 H. VENKATARAMAN ET AL

Variation of System Capacity for Uplink (with lognormal shadowing) Su perior to all three benchmark techniques, forhbot
1 T T T T T . .
* [ T Singe-oop docim uplink and downlink. For example, the expected gaiii
=H&— Minimum total pathloss (MTP) 2—hop selection scheme the System CapaC|ty for the Cluster-based deS|® 1|8
%  Minimum relay pathloss (MRP) 2—hop selection scheme b /H / ” - f d | k d . 0 25 b $(§Hﬁ
=—©— Least maximum pathloss (LMP) 2—hop selection scheme ps z/cell In case O ownlin ’ an IS . p

—9— Cluster—based 2-hop selection scheme better than LMP (the best performing algorithm amon
I : ] all three benchmark algorithms). Similarly, in caske
uplink, the expected value of the cluster-basedgdes
1.98 bps/Hz/cell, and is 0.09 bps/Hz/cell bettemthhe
LMP technique. It should however be noted thatthia
presence of lognormal shadowing, the performandbeof
LMP scheme comes close to the performance of the
cluster-based design. This is because, the relags a
selected not on the basis of distance measuremgndn
: 3 the basis of path loss measurement, which vary with

System Capacity (bps/Hz/cell) lognormal shadowing. The presence of lognormal
shadowing results in MSs that are far from half ¢led
Figure 12. Cumulative distribution function (cdf) of system radius,r/2, to be selected as GTWSs. As seen from the pdf
capacity in uplink, with a lognormal shadowing of zero  of the GTW location in Figure 14, in the presende o
mean and a standard deviation of 4 dB. lognormal shadowing, there is a non-zero probabidt
] . a node located beyond8D, to be selected as a GTW. In
a maximum improvement of 0.8 bps/Hz/cell over thethe absence of lognormal shadowing, the distributi6
LLH method; and up to 1.4 bps/Hz/cell improvementthe GTW is almost symmetric with a mean value .6f.0
over the STD algorithm. Figure 11 shows the prolifghi However, in the presence of lognormal shadowing, th
density function (pdf) of the mobile GTWs in the pdf of the GTW selection exhibits a long tail, s in
cluster-based design and that of the mobile relages  an expected value of3Br. This results in a situation in
for the benchmark two-hop algorithms. It can bethe cluster-based design, where the exclusion megia
observed from Figure 11 that the pdf of the STDcommunicating pair in one cell extends to the ot
algorithm is almost a straight line, in the rangenf  and hence, prevents the simultaneous communicafion
0.28r to 0.74r. The SRD algorithm selects the relay thatanother pair in the adjacent cell. This, in tuesults in a
is more towards the cell edge, than at the cerfteéheo  reduction in the gain in the system capacity.
cell. Hence, the pdf of the SRD algorithm has a-rer Figure 15 and Figure 16 compare the results of the
value only after (B8r. A significant observation that can cluster-based design independently for uplink and
be made from Figure 11 is that, in case of the LLHdownlink, when fixed GTWs are used instead of n®bil
method, the mean of the pdf is a5t) same as that of the GTWs. When there is no lognormal shadowing, the
cluster-based design. Hence, the LLH methodeXpected value of the system capacity, in casexetif
outperforms STD and SRD benchmark algorithmsGTWS, is 2.09 bps/Hz/cell (uplink) and 2.76 bpstdd/
However, the variance of the LLH method i®, (downllnk) and is great_er than the expected valughat
which is twice more than that of the cluster-bagesign, ©Ptained from the mobile GTWs by 0.27 bps/Hz/call a
which has a variance ofIBr. This implies that in case of 0.24 bps/Hz/cell for upllnk and downlmk_respeclwe
LLH method, there is a greater probability of retaydes The results observe a similar pattern even in thegnce
being not located in the vicinity af2, which results in Varition of Sstem Canacity for Downlink (wih | | hadoui
only one pair in the cell being able to utilize thiwen fron oSy Copeely Tor Do (i ol edove)
resource. It should be noted that if the GTWs atecsed s o
from among the MS, then the GTW selection would ;;;ﬁ:::“;;‘lﬁlfipﬂff:;ﬁ?)221};.‘;"Zﬂiﬁi‘lﬁi‘fﬂi
depend on the distribution of MS. But still, thettpen of O g sl iupaslioton sberse
the GTWs would remain the same for the different
benchmark methods and cluster-based design. Héree,
cluster-based two-hop model, with resource reuse in
every cell, gives the best performance in termsysfem
capacity, as compared to the single-hop non-rejayin
scenario and the benchmark algorithms for the te-h
cellular network.

The performance of the cluster-based design witls MS R = el Sl ‘ ‘ ‘
as GTWs is then compared with the path loss-based 0 05 I, S 3 3.5
benchmark algorithms, in the presence of lognormal
shadowing. It is observed from Figure 12 and FidlBe Figyre 13. Cumulative distribution function (cdf) of system

that, even in the presence of lognormal shadowting, capacity in downlink, with a lognormal shadowing of zero
performance of the cluster-based two-hop network isnean and a standard deviation of 4 dB.

Cumultaive Distribution Function (cdf)

Cumuldative Distribution Function (cdf)
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Probability density function (pdf) of the location of GTW node
0.14 T T T T T T

odhe GTW selection based only on the physical distance of the GTW

iR with NO long normal shadowing
12
=—8— GTW selection in the presence of log normal shadowing

0.1 F

0.08 [

0.06

0.04

Probability Density Function (pdf)

; ‘ ‘ ‘ e .
0.3r 0.4r 0.5r 0.6r 0.7r 0.8r 0.9r
Fractional distance of the location of GTW from the BS

Figure 14. Probability density function (pdf) of the location
of GTW in acell in amulti-cellular network.

Variation of System Capacity in the Uplink for cluster—based Designs
IIZ3

——8— Fixed GTWs, and MSs at maximum distance (Semi—Analytical)
—P— Fixed GTWs located at half the cell radius (Simulation)

=8 Fixed GTWs with Lognormal Shadowing (Simulation)

=—©— Mobile GTWs (Simulation)

= % = Mobile GTWs with Lognormal Shadowing (Simulation)

Cumulative Distribution Function (cdf)

0 0.5 1 IE5) 2 2.5 3 315,
System Capacity (bps/Hz/Cell)

Figure 15. Cumulative distribution function (cdf) of system
capacity for different cluster-based scenarios, in case of
uplink transmission.

Variation of System Capacity in the Downlink for Cluster—based Designs
1.5 T T T T T T

=——— Fixed GTWs, and MSs at maximum distance (Sem—Analytical)

+=pP= Fixed GTWs at half the cell radius (Simulation)

=& Mobile GTWs (Simulation)

—©— Fixed GTWs with Lognormal Shadowing (Simulation)

= + = Mobile GTWs with Lognormal Shadowing (Simulation)

0.5

Cumulative Distribution Function (cdf)

05 1 15 2 25 3 35 4
System Capacity (bps/Hz/Cell)

Figure 16. Cumulative distribution function (cdf) of system
capacity for different cluster-based scenarios, in case of
downlink transmission.

bps/Hz/cell for fixed GTWSs, and is greater thant tbf
the expected value of the system capacity for reobil
GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In tidad,

it can be observed from Figure 15 (uplink) and Fégili6
(downlink), that the cdf obtained from the semiigtieal
model shows a close match with that obtained frben t
simulation results for cluster-based design witkedi
GTWs. The expected values of the system capacity fo
the semi-analytical model are 2.16 bps/Hz/cell iful
bps/Hz/cell for fixed GTWSs, and is greater thant tb&
the expected value of the system capacity for reobil
GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In didd,

it can be observed from Figure 15 (uplink) and Fégl6
(downlink), that the cdf obtained from the semiigtieal
model shows a close match with that obtained frben t
simulation results for cluster-based design witkedi
GTWs. The expected values of the system capacity fo
the semi-analytical model are 2.16 bps/Hz/cell iUl
and 2.69 bps/Hz/cell (downlink), and is very clésdhat
obtained from the simulation results for fixed GTWs
2.09 bps/Hz/cell for uplink and 2.76 bps/Hz/cellr fo
downlink respectively. This is primarily because,case

of semi-analytical model, not only all the GTWs fired

at a distance af 2 from the center of the cell, but also all
the MSs in the cluster are at the maximum distarfict2
from the cluster-head GTWSs, whereas in the sinmudati
model for fixed GTWSs, only the GTWSs are fixed at a
distance of r/2. Hence, the distance between the
cluster-head GTW and the MSs could be any valug les
than or equal to/2.

In a significant observation, the upper and lower
bounds for the system capacity obtained from the
simulation results is quite close to those obtaifredn
the semi-analytical model where all the MSs were
assumed to be distributed at a locationr/@f from the
GTW. In downlink mode, the lower bound for capacity
under the semi-analytical model is 0.21 bps/Hz/cell
whereas that obtained from the simulations is 0.22
bps/Hz/cell. The upper bound for the system capacit
under the semi-analytical model is 3.68 bps/Hz/cell
whereas that obtained from the simulations is 2.91
bps/Hz/cell. Similarly, in the uplink mode, the lemwand
upper bound for the system capacity under the
semi-analytical model is 0.74 bps/Hz/cell and 3.32
bps/Hz/cell respectively; whereas that obtainednftbe
simulations is 0.82 bps/Hz/cell and 2.91 bps/Ht/cel
respectively. Hence, it can be concluded that tveet
and upper bound results obtained from the simuiatio
model closely match with the results of the semi-
analytical model, thereby validating the performamd
cluster-based two-hop model.

7. Summary and Conclusions

In this paper, a novel resource allocation mechariias

of lognormal shadowing. For example, the expectedeen proposed for a two-hop cellular network. Thesn
value of the system capacity in case of uplink 242 scheme, known aduster-based architecturés designed
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using a synchronized resource reuse technique. eks p[9]
this design, each hexagonal cell is divided into tayers,

the inner layer and outer layer. All MSs in thedantayer
communicate with the BS in single hop, whereas, the
MSs in the outer layer communicate with the BSwo t

hops, using a GTW terminal as relay node. Thid10l
architecture design, developed under an interferenc
avoidanceProtocol Mode] results in a frequency reuse
ratio of one whereby, the given resource is used twice in
every cell in the system, but for only half the ation of [11]
a time slot period. This work, first, shows that gystem
spectral efficiency of a cellular network can ber@ased
significantly by allowing two-hop communication.
Second, it has been found that a hierarchical,
co-ordinated approach which essentially meansnhit i

the degrees of freedom for forming the two-hop dink [12]
does not lower the capacity, but in fact gives high
capacity than compared to state-of-the-art two-hop
algorithms. This means that the complexity of thieting
problem in such two-hop communication systems ean b

significantly reduced while the system performadoes  [13]
not have to be compromised.
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