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ABSTRACT

The frequent attacks on network infrastructure,ngsivarious forms of denial of service attacks, h&e to an
increased need for developing new techniques falyaing network traffic. If efficient analysis tsolere available, it
could become possible to detect the attacks andki action to weaken those attacks appropriatefipte they have
had time to propagate across the network. In tldpgs, we propose an SNMP MIB oriented approachditecting
attacks, which is based on ttier GCT by analyzing causal relationship betwedtacking variable at the attacker
and abnormal variable at the target. According ke tabnormal behavior at the target, GCT is execumdihlly to
determine preliminary attacking variable, which hakole causality with abnormal variable in netwdrkhavior.
Depending on behavior feature extracted from abrabipehavior, we can recognize attacking variableusing GCT
again, which has local causality with abnormal \aolie in local behavior. Proactive detecting rulesde constructed
with the causality between attacking variable afmh@mal variable, which can be used to give alaimsietwork
management system. The results of experiment shthaedhe approach with twiier GCT was proved to detect
attacks early, with which attack propagation cobklslowed through early detection.

Keywords. Network BehavigrAttack DetectionGranger Causality TesManagement Information Base

1. Introduction

The frequent attacks on network infrastructure,ngsi increased and abnormalities may show up in traffic
various forms of denial of service (DoS) attacksl an volume. These approaches rely on analyzing regylafi
worms, have led to an increased need for developingetwork traffic in order to provide indications pdssible
techniques for analyzing and monitoring networkfita  attacks in the traffic.
If efficient analysis tools were available, it cdidecome However, all the approaches on detecting attack
possible to detect the attacks and take actiomppress mentioned above absolutely depend on individual
them before they have had much time to propagatssc network behavior at the target, which usually igndre
the network. In this paper, we study the possiegitof  causality among different network behaviors and the
_ Detecting attacks close to the attacker allows ais tattacking behaviors at the attacker in most cases, is
limit the potential damage close to the target.fild@ rone to produce a high rate of failed and falseral[1].
monitoring close to the source may enable the MXWO s jmnortant to study how to construct network
operator quicker |dent|f|ca_1t|_on O.f potenﬂgly attaekd behaviors influenced by attacks in a complex
allow better contr_ol of administrative domain’saasces. environment. The causal relationship of networkaédr
Attack propagation could be slowed through earlyb N the attacker and the taraet make it become
detection. eween 9

The current approach passively monitors networl{mss'ble to d_etect thg attacks early at the attaskd to
traffic at regular intervals and analyzes it todfiany ake appropnat_e action to weaken those attackerdef
abnormalities. By observing the traffic and corielg it they h"%"e had time to propagate across the network.
to previous states of traffic, it may be possibesee In this paper an SNMP MIB oriented approach based

on two-tier GCT (Granger Causality Test) presented,

whether the current traffic is behaving in a correc ™. :
manner. The network traffic could be different hesmof ~ Which can detect attack before the security wasaggh

flash crowds, changing access patterns, infrasirect &t the target. According to the abnormal behavior
problems such as router failures, and DoS attdokthe constructed at the target, GCT is executed injti@lifind

case of bandwidth attacks, the usage of network peay Preliminary attacking variable, which has whole sality
Funding for this work was provided by China NSF1@rg0633020, with abnormal variable in network behavior. ReIYmQ
60473136, 60373105), and National High Tech. Deekent Plan the behavior features extracted from abnormal hiehav

(2006BAH02A24-2, 2006BAK11B02, 2007AA01Z475). GCT is executed again to recognize attacking vhjab
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which has local causality with abnormal variabldaoal
behavior. The causality between attacking and ababr
variable is used to build detecting rules. Theseaimg
rules make it possible to detect attacks at thecldtr
early. SNMP MIB traffic variable ofidpOutDatagrams

61

Bandwidth accounting mechanisms have been suggested
to identify and restrain attacks [11,12,13,14,15,16
Packeteer [17] and others offer commercial prodties

can account traffic volume along multiple dimension
and allow policy-based rate control of bandwidth.

is successfully recognized as attacking variable anPushback mechanisms have been proposed to coméain t

detecting rules was built well under the experimeht

detected attacks closer to the source [9,13,18cdbvack

TrinO0O UDP Flood. The final results showed that thehas been proposed to trace the source of DDoSkattac

approach with two-tier GCT is proved to detectcksaat
the attacker early, which has great effect on sigwhe
attack propagation to the target.

even when the source addresses may be spoofeceby th
attacker [19]. Seong [20] proposes a traffic angmal
detector, operated in postmortem and in real-titne,

This paper makes the following contributions: 1) passively monitoring packet headers of traffic.

considers the time series analysis of network biehsyv
2) presents a novel approach based on two-tier €T
detecting attack; 3) uses prevalent SNMP MIB teaffi
variable as input of detecting model; and 4) shdives
approach with two-tier GCT is more accurate thaat th

However, sophisticated low-rate attacks [21], widch
not give rise to noticeable variance in traffic wole,
could go undetected when only traffic volume is
considered. Recently statistical analysis of agafieg
traffic data has been studied. In general, the rg¢ee

with single GCT under the experiment of TrinO0O UDP signal can be analyzed by employing techniques ssch

Flood.
The rest of the paper is organized as followingtita
2 gives an overview of related work. Section 3 gsed

FFT (Fast Fourier Transform) and wavelet transforms
FFT of traffic arrivals may reveal inherent flowvéd
information through frequency analysis. Fourier

the time sequence of network attack. Section 4 sgivetransforms and wavelets have been applied to n&twor
some basic definitions and presents the correlatiotraffic to study its periodicity [22,23].

method and correlating procedure of network betravio

Section 5 describes a novel approach on detecttagka

Among the detecting methods, Cabrera first attechpte
to detect network attack by using GCT whose cor® is

based on two-tier GCT, which is SNMP MIB traffic check whether the lag information of a random \#Heia
variable oriented. Trin0O0 UDP Flood experiment iswill make an statistically effective forecastingaaother
carried out in Section 6, which shows the effeatth random variable with statistical tools [24]. GCTsHaeen
attack propagation could be slowed through earlapplied to many fields successfully, such as eaehke

detection. Section 7 draws conclusions of the paper

2. Related Work

warning, stock-market analyzing, network security. e
Cabrera carried out an experiment on detectinglaita
which SNMP MIB was chosen to act as detecting

Many approaches have been studied to detect, grevevariables in order to recognize some attackingatdeis
and mitigate malicious network traffic. For example reflecting the attacking procedure, but the timterival

rule-based approaches,
previously established rules against incoming itati®
detect and identify potential DoS attacks closethe
victim’s network. To cope with novel attacks, howev
IDS tools such as Snort [2] require to be updatid the
latest rules. This paper pays attention to the Iprotof
designing generalized measurement based

considered traffic volume [3,4,5], number of floj&§ as

potential signals that can be analyzed in ordedetect

anomalies in network traffic, while we further ié the

SNMP MIB traffic variables such agOutRequests,
udplnDatagrams, tcplnErgsetc. Work in [5] relies on
input data from multiple sources, while our worktses
on the traffic variables located in each machines.

such as IDS, try to applietween units in the same data series is too loneflect

the causality between data series exactly. WANGn§he
[25] considered that attacking procedure may have
various causality in whole and local network bebavi
and he put forward the idea of GCT based on loatd d
series. There is no experiment done by WANG to supp

real-tinfais idea.
detection mechanisms. Measurement-based studies hav Based on the foundation mentioned above,

the
detecting method of Causality in network behavi@sw
studied in-depth by making full use of existing SRM
MIB traffic variables. A novel approach with tweeti
GCT characterized bywhole causality first, local
causality seconds presented in this paper and will be
described detailed in below sections.

Some approaches proactively seek methods to suppre:é' Time Sequence of Attack

the overflow of traffic at the source [7]. Contrdiased

on rate limits have been adopted for reducing thelimensions.
monopolistic consumption of available bandwidth, tolocation of network entities

diminish the effects of attacks, either at the seusr at

Typical network attack includes spatial and tempora
Spatial dimension means the physical
involved in attacking
procedure is arbitrary, and temporal dimension reean

the destination [7,8,9]. The apparent symptoms ofhere is time sequence between mutual interactions
bandwidth attack may be sensed through monitoring bproduced by network entities involved in an attagki
rates [10] and/or packet counts of the traffic flow procedure. The time sequence of network attack is

Copyright © 2008 SciRes
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depicted in Figure 1, where a complete attackingvalue is diminished monotonously during a time vawd

procedure consists of the following four stages.

1) Prepare to attacK{). Attacker scans vulnerabilities and
identifies system to choose target.

2) Attacking {T,). Attacker initiates attacking command,
such as TCP semi-connection, ICMP Flood etc.

3) Attack takes effecflp). Attacking command arrives
at target and leads to abnormal behavior on target.

A)Target damagedT§). Sustained attacks make the
security of target damaged.

The arbitrary of spatial distribution and uncertaih
time lag exacerbate the complexity of detectingchtt

The common principle of detecting approaches is tha

relevant data originating from temporal dimension o
spatial dimension is collected first, and then som
methods, such as rules reasoning, FSM, patternhimgtc
and statistical analysis are applied to extracfea¢her of
network attack so as to avoid the attacking promedo
enter in § or T, stage.

4. Behavior Correlation Method
4.1 Definition

In order to describe the approach with two-tier GE&Ed

(3 The observational numerical value is above theiapec
threshold in a time window® The observational
numerical value is below the special threshold itinse
window. & The observational numerical value
changed in periodicity among time windows.

4) Local behavior. Defined as the observation
numerical sequence which is acquired whgnof a time
window corresponding to behavior feature is moved
backward a time window size, and whose length is
double of the length of behavior feature on theetim
sequence.

5) Abnormal

is

behavior. The network behavior

depresented by network entities on targets whoserisge

will be damaged at stage df; or T,. The detecting
variables used in constructing abnormal behavioes a
called abnormal variables.

6) Attacking behavior. The network behavior
represented by attacker at stageTgfor T;, which will
damage the security of one or more network entitikis
some possibility.

7) Preliminary attacking variables. The detecting
variables which has whole causality with abnormal

for detecting network attack exactly, some necgssarvariables in network behavior.

items are defined as follows.

8) Attacking variables. The detecting variables chhi

1) Network behavior. The numerical value sequerice ohas local causality with abnormal variables in loca

detecting variables which represents the runniate sbf

behavior. Attacking variables are always used in

network, such as CPU utilization, available networkconstructing attacking behaviors.

bandwidth and memory consumption, is observed aver
continuous period and which is denoted By{v}
(k=1,2,3,..,N), wherev; and vy stand for the value of
detecting variabld/ at the starting timé,,; and end time
teng respectively. The variabléierna=(tint — tend/N is
defined as observation interval, which will dirgctiffect
the accuracy of network behavior description.

2) Time window. The part of detecting time

corresponding to constructing the network behavior

denoted byW (tiow, tupped, Wheretyy, andtyper stand for
the bottom and top of a time window respectiveliie T
difference of top and bottom is defined as time deiw
sizetyin.

3) Behavior feature. Some certain regularity innaet

window or among time windows is showed by the

observational numerical value in network behavidre
behavior feature is denoted Bs{v;} L1B (1=1,2,3,..,n),
where v; and v, stand for the observational numerical
values corresponding the time t@f, andt,p.er There are
five types of regularity for behavior feather, The
observational numerical value is increased monatsiyo
during a time window(® The observational numerical

Prepare . Attack Target
to attflck Attackl g takes ﬁffect dam ngd
| | | [~
Ty T, T, T;

Figure 1. Time sequence of network attack

Copyright © 2008 SciRes

9) Behaviors correlating. The procedure which is to
mine the causality between abnormal variables and
detecting variables with GCT. There are two typés o
behaviors correlation named whole correlation ayall
correlation respectively. The former is used todfin
preliminary attacking variables and the later igdigo
recognize attacking variables.

10) Detecting Rule. The reflection of causality ween
attacking variable and abnormal variable, denoted a
({vattack}, Vabnorm), which make attacker oriented
detection possible.

4.2 Correlation M ethod

Given a large database describing the operatioanof
Information System, we view the problem of extnagti
proactive Detecting Rules for security as congjstifithe
three steps delineated below. These steps arermerdo
off-line, and produce a set of rules to be used for
detecting security violations on-line. The correlatof
causal relationship can be inferred from measured
variables in this paper.

1) Detecting Anomaly. The objective here is to
determine the variable in the target machine, whgch
better characterizing the occurrence of an attddie
final product of this step is the list of abnormariables
at the target. There are two procedures for detenqi
the abnormal variable at the target. One way iside
domain knowledge about the special attack. For gkam
for Ping Flood, it is known thatmplnEchoss the right

JSEA
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variable to look for, sine Ping Floods are affectad & P ]

sending muclicmpIinEchospackets to a target. A second y(k) _gai k= D+;[’7 Wk=)+e(B; k=0.1,2:-, N-1
way is to compare the gvoluuon of e_ach vanablar@ The null hypothesis of the, GCT is given by:

an attack with the evolution of the variable durir@mal H: [=0i=12;p

operation. Variables that display a large variation q 0 " o q ,I T h I
between normal operation and attack should be atla I €. U does not affecy up to a delay op units. The nu
abnormal variables at the target. Since we areitgolor hypothe5|s IS _tested by estimating the parametitheo
localized variation in the variable, the time serghould ~ Tllowing restricted equations.

be segmented on small sub-time series, which ae th y(K) :ZP:V wk-)+e(k
compared with normal profiles. This procedure wasdu =
in [26] for detecting anomalies in network operatitue Let R, andR, denote the sum of the squared residuals

to component faults. Anomalies were detected asginder the two cases.
variation on the parameter of AutoRegressive models T T
this paper, we will utilize domain knowledge abadie R=>¢€(), R=> 6k T= NP
attacks for extracting the abnormal variable atténget. = =

2) Computing Correlation. Once the abnormal vagiabl ~!f the test statistig given by
at the target are determined, we need to determine g - (R-R)P _ F(P,T-2P-1)
variables in the prospective attacker that are albus R/(T-2P-1)
related with them. These variables at the attacker is greater than the specified critical value, theject the
related to } and T; events. Recall that we do not know null hypothesis thati does not Granger-cause Here,
which ones are the attacker. We only know a list ofF(a, b is Fisher'sF distribution with parameteat and b.
candidates and their corresponding variables. Wkema In other words, high values gfare to be understood as
the assumption that any causal relationship betweerepresenting strong evidence thds causally related ta
variables at prospective attackers and the abnormah the traditional sense, we say thais more likely tou,
variables at the target is to be inferred as alietween to pe causally related with if g;>g, whereg;, =12
that attacker and the target. The final produdhts step  genote the GCT statistic for the input-output [airy).
is the list of attacking variables.

3)Constructing Detecting Rules. Following the 5. Our Approach
computing correlation, the objective here is toraott . . .
partigularg features of the atjtacking variables e t OUr approach, which is based on two-tier GCT, islefed
attacker that precede the attack at the targetalRémat N Figure 2. The model consists of four main congpus,
these variables were found to be causally relatgtithe 1€ constructing network behavior, detecting anomaly
attack; hence we may expect that certain anomaties recognizing attacking variable and preventing ttac
these variables can be indicative of an incomirgcht

Once these features are determined and are shown to ] Construct detecting rules ‘
precede the attack, we can construct proactivectiiege T

rules that constitute the end product of this sfdmese Recognize | Extract
rules can be used to implement alarms on a network attacking variables 7| attacking

4.3 Networ k Behavior Correlation

management system. ﬁ bfehavnor
eatures
CT local correlatio

According to above definition we attempt to recagni Construct Find pr&“mim:iry attacking
the variables at the attacker that are causalyeelto the local 'y variabes and canstruct

. . . abnormal corresponding local behaviors
abnormal variables at the target. Since we areingofor e

proactive detecting rules, we should recognizeabédes

at attacker which contains events that preceddaheage (6CT whole correlatior

at the target. These events can bevents, or Tevents, T T

as described in Section 3. In this section, the afse Extract atnormal “behavior of

Causality Tests is to be investigated for corretatine behaviors of target attacler

network behaviors at the attacker with the network f i

behavior at the target [27]. Testing for causaiitythe ‘ Construct network behaviors }7

sense of Granger, involves using statistical tofols

testing whether lagged information on a variahle v v
provides any statistically significant informatiabout |Set up preventive actions|

another variablg. if not, thenu does not Granger-cauge
GCT compares the residuals of an AutoRegressiveeMod

. . X - |
with the residuals of an AutoRegressive Moving Augs |_Agi"_|_’/:gem_|__|_Age"_t|_
Model. Assuming a particular lag length and estimate , .
the following unrestricted equation. Figure 2. Two-tier GCT based approach

Copyright © 2008 SciRes JSEA



64 Two-Tier GCT Bag&oproach for Attack Detection

5.1 Constructing Networ k Behavior abnormal behavior on target, preliminary attacking
. - . . variables which have whole causality with abnormal
According to the definition of network behavior, Wed | aiahes in network behavior can be found firsinir
that SNMP/MIB is able to meet the requirements Ofdetecting variables by using GCT. Then accordinthéo

detecting variables completely. There are stilleér popaiior features of abnormal behaviors, attacking
technical problems needed to be solved before thg,japies which has local causality with abnormal

appropriate network behavior is constructed foBdg | 5riables in local behaviors can be recognized from

attack. preliminary attacking variables by using GCT agdihe

1) Choose detecting vgriables: In order to rediwee t detecting variables whose value exceeds the thictsko
number of network behavior and improve the acCutHCy i, yhe two GCT will be recognized as attacking abkes.

recogr_lizing d_etecting variables, it is necessarghose The whole correlation in network behavior is
detecting variables from SNMP/MIB exactly. As we processed as following.

knqv_v, b.Oth attacker and target act as networ k mt'm'n 1) Obtain abnormal behavidb,nom from network
entities in most cases, and the data transmisstmeen behavior base on target

them is executed on network layer or higher lagerwe 2) Obtain all the network behaviolSc(j) from

are like to choose 32 variables from IP, ICMP, T&fl ook behavior base on attacker, which are coatti
UDP variable group as detecting variables, whlcr\Nith baomormin detecting period:

represent_the dynamic performanc_e of network. . 3) Calculate the GCT detection statistigg,e Of all
2) Decide the way of collecting value. Collecting input/output paihaac i), Babrom):
attac » Mabnorny»

values of det_ectmg variables pe_rlod IS a necess@y 4) If gunoecorresponding to anued j) is beyond the
for constructing _network beha_wors COFreC“y- Vaso  (ritical valueF, of F distribution under significance level
ways will bring different effect in collecting vads and a, it is showed thahuee( j ) has whole causality with
polling is rather appropriate because of its sinifliand b;bnormand the detecting variables used to constigt.

robust. N ; - ; :
b d I ttack blis
3) Determine the period of network behavior. EZJ;]WI © recognized as preiiminary attacking v

According to working situation network behaviorsdze Because GCT is a statistical method, the prelinyinar
measulred by lr(lour,ﬁ.da_y, wegk or month. Jhed;i“.:t thaeittacking variables recognized by executing whole
Porrr(\ja. net\;vor tra '2C IS vs_ryrl]ng In a onel_— r?yd 0S  correlation only once is some fortuitousness. Assailt,
ound in reference [28], which is accomplished Uyl i is hecessary to execute whole correlation mames

many times of_obs_ervation and experiment_. The gegio S0 as to recognize preliminary attacking variabiéth
network behavior is measured by day in this paper. more accuracy

5.2 Detecting Anomaly The process of local correlation between local
behaviors is described as follows.

The key of detecting anomaly is to recognize abmbrm 1) gxiract all behavior features of abnormal bebavi
variable from detecting variables. There are twahoes bapnom denoted a(i), i=1,2,3...,M

used commonly, which include special analysis based 5y construct local abnormal behavior corresponding

domain knowledge and statistical analysis. The érim ; :
suitable to attacks with manifest procedure, by cihi ;[:el ;bg orn'\1/|al behavior feature, denoteddaal_bunonf().

abnormal variable can be recognized directly frdWM® 3 If h 9 h hol i ith local
MIB by making use of domain knowledge. The latter i ) If Paacc (1) has whole causality withapnom local
more suitable to attacks where abnormal variabést c behawor_local_mﬁack ¢ J). Wh.'Ch Is in the same detecting
be recognized directly through the attack procedureperIOd withlocal_ bibnom(_') W'" be.cpnstruct.e-d.
Statistical deviation of network behavior must be %) Calculte GCT statisticgica(l, ) of all input/output
calculated for every detecting variable in attagkand ~ dat@ pairsiocal_Fuack (i, J), local_ Bionom())-
normal environments independently, and detecting ©) !f Gocali, j) is below the critical value~, of F
variables with the largest deviation are confirmtecbe distribution under significance level, it's showed that
abnormal variables. Patac J) doesn't have local causality Withhnorm

After abnormal variables were recognized, attack te  6) Defin€gioca (J) Of hattack () as the sum dieca (i, j)
can be carried out repeatedly and abnormal behaiibr belong to the samkuack (). The highemoca () is, the
be monitored successively. As a result, the abnormdnore possibilityhaicc (] ) is recognized as attacking
behavior feature can be extracted by checking vemdth behavior.

is consistent with the behavior feature define®attion Lo . M
4 glocal( J) = Z (gloca](li J)t Win(i )) (zt Winq ))
' i=1 i=1
5.3 Recognizing Attacking Variables In the expression depicted abovg,(i) represents the

T _ size of time window corresponding to thik behavior
Causality in network behavior between attacker andeature of abnormal behavior.

target can be correlated based on the featurestafka 1) Construct the attack detecting rules accordinte
procedure with time backward tracking. Accordinghte  recognized attacking variables.
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5.4 Preventing Attack OwholeiS recognized as attacking variable. Table 2 shows
the results of test with sampling interval of 1 ot

It's different from the approach with single GCT,
detecting variables witlg,noc Over critical valueF, are

The attacking variables recognized at the attacker
labeled as causally related with the abnormal bérgat

thegarget, ?(Ut weh_sti!l need to finld t(;igger., okepy %\;\/evnt just treated as preliminary attacking variables tle
at the attacker. This is an anomaly detection grobMWe 555050k with two-tier GCT. Comparing to the origin

postulate that any anomalous behaviors in attacking2 detecting variables, the number of preliminary
variables at the attacker are to be conside_redek(eylts attacking variables is reauced greatly, which isdjto
at the _attacker. One_ possno_le approach is o _Icmk f perform local correlation in local behavior andréaluce
jumps in the attacking _vanabl_es, bY monitoring thehe cost of implementing GCT. Three monotonous
absolute values of the differentiated time serldsing increasing behavior features corresponding to kineet
many normal runs, we constructed a normal proffle Oattacking actions taken by attacker host are olseby

jumps. for eaph of the 32 MIB traffic variables. 5‘“’"" analyzing the abnormal behaviors, and the duratibn
attacking variable, key events at the attackerdafened each is not the same as the duration of attackitigra

as jumps larger than the largest jump encounténed t, orqer to keep the consistency of detecting meti
normal profile of jumps. Those key events are USESEt jimension, only the first 60 minutes of monotonous

the alarms. increase duration is considered as time window of
6. Experiment Simulation behav!or feature. Accordingly, thg period of local
behavior should be set byl20 minutes. In order to
The certainty of attacking variable and effect &hek  recognize attacking variable, each of the localsatity
detection will be verified in the following experémts in  statisticsgi,.o between preliminary attacking variable and
order to validate the approach with two-tier GCT. abnormal variable should be computed. The variable
Experimental environment consists of an attackst,ho exceeding the critical valug, with the largestggca is
a target host and a security management host, véfieh recognized as attacking variable. Table 3 shows the
connected through Ethernet. SNMP Agent is deplayed attacking variable recognized by using two-tier G@ith
the attacker host and target host and the securityampling interval of 10 minutes.
management host is responsible for detecting attack By comparing the results in Table 2 and Table 3 we
Trin00 UDP Flood [29] is selected on attacker infound that the attacking variable recognized witigle
experiments. According to its principle, SNMP MIB GCT is uncertain in different environments, where
traffic variable of udpinDatagrams is selected as ijpOutRequestsvas recognized as attacking variable in
abnormal variable in Trin00 UDP Flood. The unitiofie  the first 2 running configurations angipOutDatagrams
for experiment is measured by days and the duratfon was recognized in the third running configuratiom the
each attack procedure persists for 1 hour. Theeval82  contrary, the attacking variable recognized witto-tver
traffic variables acted as detecting variables l@ t GCT is certain well, whereudpOutDatagramswas
attacker andudpinDatagramsat the target are collected recognized as attacking variable in three differenning
every 10 seconds and 1 minute respectively. Atstase  configurations.
carried out against attacker under three typesiofing .
configuration, which is depicted as following. 6.2 Effect on Attack Detection

@ execute attack only To demonstrate the effect of attack detection with

© execute attack and FTP attacking variablefpOutRequestandudpOutDatagrams

©® execute both attack and Netflow independently in preventing attack, an experimasteld
6.1 Certainty of Attacking Variable 5 days was carried out incessantly. TrinOO UDP &loo
was initiated random by 10 times for each day ia th
Sdentical running environments configured as befdiee
detecting results acquired withdpOutDatagramsand
ipOutRequestsrespectively were listed in Table 4.
According to the results, we found that the succatesof
detection withudpOutDatagramss significantly higher
than detection withpOutRequestslt's obvious that the
performance of approach with two-tier GCT is bettem
the approach with single GCT.

certainty of attacking variables is validated bydking
whether the attacking variables recognized in diffié
environments are identical. The results acquiredidigg
single GCT (proposed by CABRERA in [24]) and
two-tier GCT respectively are compared to validiite
advantage of the approach presented in this paper.
Table 1 shows the critical valudg, (p, T-2p-1) of F
distribution for GCT causality statistiGhnoe and Giocal

under significance leved of 0.05. The approach with Table 1. Critical value of F distribution
single GCT needs only whole correlation which — -
computes the whole causality statistigo. in network statistics interval  times P T 95%

behavior between each of 32 detecting variables and gunoe 1 min 1440 200 1240 1.19
udplnDatagramsat thg_ target. Among_the detecting Goca 10s 720 100 620 128
variables exceeding critical valig, one with the largest

Copyright © 2008 SciRes JSEA
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Table 2. Results acquired with single GCT

. ) . number of detecting maximum of  minimum of  number of detecting variable . .
running configuration . L attacking variable
variable Gwhole Gwhole satisfying gnoeFa
@ 32 411 1.04 8 ipOutRequests
@ 32 3.67 0.91 7 ipOutRequests
® 32 3.50 0.79 11 udpOutDatagrams
Table 3. Results acquired with two-tier GCT
. number of . . - number of
running . duration of maximum  minimum . . . .
confiquration preliminary abnormal features  of of detecting variable attacking variable
9 attacking variable Yocal Gocal satisfyinggicaFa
@ 8 61.2 3.65 1.22 5 udpOutDatagrams
® 7 59.4 3.41 1.02 6 udpOutDatagrams
® 11 64.4 2.87 0.98 5 udpOutDatagrams
Table 4. Detecting effect with different attacking variables
running number detecting with detecting with REFERENCES
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