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Abstract 
The usual pion distribution amplitude is typically constructed using functions 
based on one of the trial functions from the ‘t Hooft singular integral equation, 
specially of the form ( )1x x−  type. However, these of function are not exact 
solutions of the ‘t Hooft equation, which means a pion distribution amplitude 
constructed in this manner may not accurately represent a real pion as de-
scribed by Light Front QCD. In contrast, we have developed a pion distribu-
tion amplitude using solutions that correspond to zero-mass state wave func-
tions of a bound system of 1 + 1 dimensional QCD derived from the ‘t Hooft 

model. Our distribution amplitude shows 1 x
x
−  behavior as x approaches 1. 

Notably, asymptotic form of our distribution amplitude reveals an intriguing 
property: peak of our distribution amplitude shifts towards 1x =  as the cou-
pling constant 2g  increases.  
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1. Introduction 

Recently, several surprising experiment results have emerged in hadron physics. 
Among these, Dlamini et al. found that the neutral pion’s electromagnetic 

transition form factor is Gaussian-like rather than Regge-like [1], whereas Huber 
and Horn reported that the charged pion’s electromagnetic form factor remains 
Regge-like, despite employing the same error analysis [2] [3]. In the case of proton, 
Experiments by H1 and Zeus [4] and Atlas [5] have shown that the fundamental 
proton structure resembles see-quarks in both electron-proton collision and in 
proton-proton collision. Given these findings, Arrington et al. highlighted that 
the lightest pseudo-scalar mesons, particularly the pion and kaon, are crucial for 
deepening our understanding of mass emergence and structural mechanisms in 
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strongly interacting matter. Consequently, unraveling the structure of pions 
and kaons has become increasingly important. Proper structure functions are 
essential for interpreting comprehend experimental findings. For instance, Raya 
et al. demonstrated the valence u-quark of the pion distribution function, which 
directly related to pion distribution amplitude [6] [7]. This underscores the 
significance of obtaining an accurate pion distribution amplitude. Several nota-
ble efforts to determine the pion distribution amplitude include work by Zhang 
et al., who proposed a function of the form ( ) 21 1x x αα −  [8], Chang et al., who 
predicted it using by Dyson-Schwinger Equation [9] and Raya et al., who ac-
counted for pion radius effects [7]. The latter two employed the functions of the 
form ( ) ( )1x x P x

α
−    type functions. These efforts utilize characteristic func-

tions akin to trial functions used in solutions of ‘t Hooft singular integral equation 
[10]. To construct distribution amplitude, Light Front QCD (4 dimension) is 
commonly applied, which makes it, at least analogically, reasonable to use a type 
of solutions of ‘t Hooft singular integral equation that derived in 2 or 1 + 1 
dimensions, given that his equation uses light-corn gauge. However, if we extend 
this analogy further, aforementioned function types may not suffice. Litvinov et 
al. [11] presented a method to construct exact analytical solutions to the ‘t Hooft 
equation, which are not of the form ( ) 21 1x x ββ −   type but rather are sum of  

functions of the form 
1

ix
x

γ
 
 − 

 and combinations of sine and cosine functions 

of the form ln
2 1i
N x

x
λ    +   −    

 . These wave functions, corresponding to ei-

genvalues, are identified in the space [ ],v∈ −∞ ∞  and fundamentally represented 
by the residue of simple poles.  

In this paper, we assume that the aforementioned analogy applied to the pion 
distribution amplitude and explore it within the framework of hadronic operator 
formalism proposed by Suura [12], rather than using solutions from the ‘t Hooft 
singular integral equation. There are two main reasons for choosing this frame-
work. First, we successfully derived both neutral and charged pion wave functions 
and their electromagnetic (transition) form factors within Suura’s hadronic oper-
ator framework in 3 + 1 dimensions [13]-[15]. Second, we applied Suura’s had-
ronic operator to the ‘t Hooft model in 1 + 1 dimensions, obtaining mass spectra 
similar to those derived from ‘t Hooft singular integral equation [16]. As demon-
strated in ref. [16], our set of equations is not exactly equivalent to the ‘t Hooft 
singular integral equation. Nevertheless, we managed to obtain a zero-mass solu-
tion, while the ‘t Hooft singular integral equation does not yield zero-mass solu-
tion in massless quark case (chiral limit) as shown in ref. [11]. Since Peccei et al. 
argued that zero-mass solution exists in the large N limit of two dimensional QCD 
massless quark case [17], we believe that our approach is significant and meaningful. 

2. Formulation 

As mentioned in Section 1, to construct a pion distribution amplitude, Light Front 
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QCD (LFQCD) is commonly applied. Therefore, we may consider momentum 
space wave functions of the large N limit two dimensional QCD massless quarks 
case as a base argument to construct a pion distribution amplitude. We derived 
configuration space wave functions of this case in the framework of hadronic op-
erator proposed by Suura as shown in ref. [16]. Here we briefly show the deriva-
tion of configuration space wave functions in ref. [16] with small revision.  

For 1 + 1 dimensional bound system, the Bethe-Salpeter-like amplitude defined 
by Suura becomes as 

 ( ) ( )1,2 0 1,2X q P=  (1) 

( 0  and phy  are vacuum and physical states, respectively) 

where the gauge-invariant operator ( )1,2q  is defined as 

 ( ) ( ) ( ) ( )2†
11

1, 2 exp d 1
2

c a a
rq T q x P ig x A x qζη η ζ

λ =  
 ∫  (2) 

Here ζ  and η  denote Dirac indices. P  denotes the path ordering and 
2
aλ   

components are adjoint representation of the SU(N) color gauge group. c
rT  in-

dicates that the trace is taken for color spin a. Above definition is formulated in 
the time axial gauge ( 0 0A =  gauge). Path is an exactly straight line because we 
are interested in 1 + 1 dimension case. The equation of motion for ( )1,2q  be-
comes 

 ( ) ( ) ( ) ( ) ( ) ( )2

1
1, 2 2 1,2 1,2 1 1,2 :t Ei q i q q i g dxq xα α∂ = − ∂ − ∂ + ∫  (3) 

where 

( ) ( ) ( ) ( ) ( ) ( )†1, 2 : 2 2, ,1 1c a
E rq x T q U x E x U x q=  

( ) ( )2
11

2,1 exp d
2

a aU P ig x A x λ =  
 ∫  

Note that ( )aE x  and ( )aA x  indicate ( )1
aE x  and 1

aA  because we are work-
ing in 1 + 1 dimensions. 

We employ the metric system and γ  -matrices in 2 dimensions as follows, 
which are also employed by Casher et al. [18] 

00 111, 1g g= = −  

0 1 0 1
3

0 1 0 1 1 0
, ,

1 0 1 0 0 1
γ γ α γ γ σ

−     
= = = = =     −     

 

After evaluating ( )1,2 :Eq x  and regrouping the charge vertex term, we ob-
tained the final form of the equation of motion for ( )1, 2 :q x  as 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
2 2

1

1, 2 2 1,2 1,2 1

1d d 1, , 2
4

ti q i q q i

g z x x z q x q x O
N

ε
∞

−∞

∂ = − ∂ − ∂

 − − +  
 ∫ ∫

 (4) 

where ( )xε  is step function defined as ( ) ( )1 0x xε = + ≥  and ( )1 0x− < . 
Recalling ( )1,2X   as ( ) ( )1,2 0 1,2X q phy=   ( 0   and phy   are vac-
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uum and physical states, respectively) and taking the new variables as 

( ) ( )( )1 1 2
2

G x x= +  and ( ) ( )2 1r x x= − , 

we consider the following form of ( )1, 2X  as 

( ) ( )0 11, 2 e eiP t iPGX X r−=  

After factoring out the phase part, Equation (4) becomes 

 

( ) ( ) ( )
( )

( ) ( )( ) ( ) ( )( )1

0 1

12
2

1 , ,
2

d e 2 1 1, , 2
8

1

x x
iP

P X r P X r i X r
r

g x x x x x S x X x x

O
N

α α

−
∞

−∞

∂   = −   ∂   

 + − − − − 

 +  
 

∫  (5) 

where ( ) ( )1, 0 1, 0S x q x= . 
Recalling the fact that 3iα σ=  and then taking the decomposition  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 3 1 2 2 1 31, 2 1 1,2 1,2 1,2 1, 2X X i X X Xσ σ σ= + + +  (6) 

where 1 denotes unit matrix, we obtain the set of equations: 

 ( ) ( )0 0 1 1P X r iP X r=  (7) 

 ( ) ( )0 1 1 0
1P X r iP X r O
N

 = − +  
 

 (8) 

 ( ) ( )
2

3
0 2 32 d

8
r x xX gW X r x X r x

r x
∞

−∞

′ ′− −∂ ′ ′= − −
′∂ π ∫  (9) 

 ( ) ( )
2

2
0 3 22 d

8
r x xX gW X r x X r x

r x
∞

−∞

′ ′− −∂ ′ ′= − + −
′∂ π ∫  (10) 

Here we employ the form ( ) ( )3
1 1

2rS r i P
r

σ=
π

  ( rP   denotes Principal Value)  

because Schwinger suggested that the propagator function behaves like a free 
propagator with small values of r (Schwinger parametrization) [19]. We justify 
this form on Appendix A. Important point is that Equation (9) and Equation (10) 
are only necessary to consider the mass spectra of this system under the condition 
of 1 0P =  (in rest frame) because equations are closed for 2X  and 3X  under 
this condition. 

Because we are interested in the ‘t Hooft model, we investigate solutions of 
Equation (9) and Equation (10). 

Changing the variables in the integral as r x s− ′ =   and using the notation 
r x= , and taking 3 2X X iX± = ± , Equation (9) and Equation (10) change to fol-
lowing two closed forms. 

 ( ) ( ) ( )
2

0 2 d
8x

s x sgW X x i X x i s X s
x s+ + +−∞

∞ − −
= ∂ −

π −∫  (11) 

 ( ) ( ) ( )
2

0 2 d
8x

s x sgW X x i X x i s X s
x s− − −−∞

∞ − −
= − ∂ +

π −∫  (12) 
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First, we seek a solution of ( )X x−  (this corresponds to ( )X x+  in ref. [16]). 
Note that we could obtain the same form as Equation (11) if we take 0W−  for 

0W  of Equation (12). 
Thus, once we found a solution of ( )X x−  , we could obtain a solution of 
( )X x+  by replacing 0W  to 0W−  in a solution of ( )X x− . 

Considering absolute value and using step function ( )xε  defined above, in-
tegral term becomes as 

( )

( ) ( ) ( ) ( ) ( ) ( )

d

d d d

s x s
s X s

x s
s X s

s s X s x s s x s X s
s x

ε
ε ε

−−∞

−
− −−∞ −

∞

∞

−

∞

∞ ∞

∞

− −
−

= − − + −
−

∫

∫ ∫ ∫
 

Multiplying ( )xε   on both sides of Equation (12) and considering the new 
function ( )F x−  defined as ( ) ( ) ( )F x x X xε− −=  and notifying the fact that  

( ) ( ) ( )X x x F xε− −=  ( ( )( )2
1xε = ), Equation (12) becomes  

 
( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

2

0

2 2

2 4 d
8

d d
8 8

x
F sgW F x i F x i x F x x i x x s
s x

g gi x sF s s x s i x sF s

δ ε ε

ε ε ε ε

∞

∞

−
− − − −∞

− −−∞ −∞

∞

= − ∂ + −
π −

+ − −
π π

∫

∫ ∫
 (13) 

The δ -function appears because of the fact ( ) ( )2x x xε δ∂ = . 
Here we consider the positive region ( 0x >   region for which ( ) 1xε = +  ). 

Taking the derivative with respect to x on both side of Equation (13), Equation 
(13) becomes  

 

( ) ( ) ( ) ( )( ) ( )

( )

2
2

0

2 2

2 4 d
8

d
dd

8 4

x x x
F sgW F x i F x i x F x i s
s x

F
g gsi x s i F x

s x

δ
∞

∞

−
− − − −∞

+

−−∞

∂ = − ∂ + ∂ −
π −

− +
π − π

∫

∫

 (14) 

To obtain the last term, we use the fact that ( ) ( )2x x s x sε δ∂ − = −  and that 
( ) ( ) ( ) ( )X x x F x F xε− − −= =  (for 0x > ). 

For the singular integral term, we apply the slightly modified Sokhotsky for-
mula [20]: 

 ( ) ( ) ( ) ( ) ( )1 2
1 d

F s
s a x a x

i s x
φ φ

∞ + −−
− −−∞

= +
π −∫  (15) 

 ( ) ( ) ( ) ( ) ( )1 2F x a x a xφ φ+ −
− − −= −  (16) 

where ( ) ( )xφ +
−  is the value result when x asymptotically approaches real axis in 

the upper-half hemisphere, while ( ) ( )xφ −
−  is the value result when x asymptoti-

cally approaches real axis in the lower-half hemisphere, and 1a   and 2a   are 
non-zero real constants. 

Here, we have modified the original form of the Sokhotsky formula by changing 
( )φ +
−  to ( )

1aφ +
−  and ( )φ −

−  to ( )
2a φ −

− , which will be used in a later argument. 
Note that s and x are real values. 
Subsequently, Equation (14) is written as 
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( ) ( )

( ) ( ) ( )( )
( ) ( )

( ) ( ) ( )( )

2 2 2 2
0

1 2

2 2 2 2
0

2 2

1 1 2
2 8 2 8 8 2

1 1 2
2 8 2 8 8 2

x

x

W g g ga x x
i i x ix

W g g ga x x
i i x ix

φ φ φ δ φ

φ φ φ δ φ

+ +
+ +− −

− −

− −
− −− −

− −

       ∂ ∂ + − + − − − ∂        ∂ π∂          
       ∂ ∂ = + + + − + − ∂        ∂ π∂          

(17) 

In order to find the solutions for both ( )φ +
−   and ( )φ −

−  , we set both sides of 
Equation (17) to be equal to zero. Because 1a  and 2a  are non-zero constants, 
we can independently obtain the differential equation for ( )φ +

−  and ( )φ −
− . 

To address the derivative of the δ  -function term, we integrate successively 
twice from ∞  to x. Note that here we consider the range 0x >  while  

( ) ( ) 0φ ±
− ∞ =  and ( ) 0

x
xφ ±

−
=∞

∂ ∂ = ; specifically, we are seeking solutions that sat-
isfy the previous conditions. Subsequently, we can see that 

( ) ( ) ( )d 0.
x

x x xδ φ ±
−∞

′ ′ ′ =∫  

(see Appendix B) 
Taking the derivative successively twice, we obtain the following differential 

equations. 

 
( ) ( )

( )
2 2 2 2

0
2

1 1 0
2 8 2 8 8 2
W g g gx

i i x ix
φ φ φ

+ +
+− −

−

      ∂ ∂ + − + − − =       ∂ π∂        
 (18) 

 
( ) ( )

( )
2 2 2 2

0
2

1 1 0
2 8 2 8 8 2
W g g gx

i i x ix
φ φ φ

− −
−− −

−

      ∂ ∂ + + + − + =       ∂ π∂        
 (19) 

The solutions satisfying the condition that both function and its first derivative 
at infinity are zero are as follows (the derivation is given in Appendix C). 

 ( ) ( )
2

1 211 1 2
44 2

1 1,
4 4

1e e 2
2

ix x

ix x W x
α β β βφ α α

α α

−
− −−+ π

−
− − −

π

    = − −         
 (20) 

 ( ) ( )
2

1
211 1 2

44 2
1 1,
4 4

1e e 2
2

ix x

ix i x W x
α β β βφ α α

α α

−
− +− −− π

−
− + −

π

     = + − +            
 (21) 

where  
2

01 ,
8 2 2

Wg
i i

α β= =  

( ),W xκ µ  is the Whittaker function. 

As mentioned before, a solution of ( )X x+   can obtain by replacing 0W   to 

oW−  in Equation (20) and Equation (21) as 

( ) ( ) ( ) ( ) ( )1 2X x a x a xφ φ+ −
+ + += −  

 ( ) ( )
2

1 211 1 2
44 2

1 1,
4 4

1e e 2
2

ix x

ix x W x
α β β βφ α α

α α

−
− −+ π

+
− − −

π

    = + +         
 (22) 
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 ( ) ( )
2

1
211 1 2

44 2
1 1,
4 4

1e e 2
2

ix x

ix i x W x
α β β βφ α α

α α

−
− +−− π

+
− + −

π

     = − − −            
 (23) 

Boundary condition for our case is that 0X − =  at 0x =  ( 0X + =  at 0x = ) 
and 0X − =   at x = ∞   ( 0X + =   at x = ∞  ). Because both ( )X x−   and ( )X x+  
are represented by linear combination of Whittaker function ( ),W xκ µ , the con-
ditions at x = ∞  are automatically satisfied. 

The condition at 0x =  gives mass spectra other than zero-mass of our de-
scription of the ‘t Hooft model as shown in ref. [16]. The condition at 0x =  gives 
the following equation. 

1
2 2 24 1 1

0 0 04 4
1 1 1 2 1 1, ,

4 4 4 4

2 2 21 1 0
2 2i i

W W Wi i a W i i a W i
g g g

−
−

− − − − + −
π π

                 − − − =                      
(24) 

Because Equation (18) and Equation (19) include zero-mass case, we can obtain 
mass spectra including zero-mass by Equation (24). 

To determine coefficients 1a   and 2a  , we only need to consider zero-mass 
case that is 0 0W =  ( 0β = ). 

Setting a value of 0 0W =  ( 0β = ), Equation (20) and Equation (21) become as 

 ( ) ( )
1

1 2
24 4 2

1 1,
4 4

12 e e
2

i i i

ix x W xφ α α
−π π− − − −+ π

−
− − −

π

   
=       

   
 (25) 

 ( ) ( )
1

1 2
24 4 2

1 1,
4 4

12 e e
2

i i i

ix x W xφ α α
−π π− +− π

−
− + −

π

   
=       

   
 (26) 

Recalling that Whittaker functions ,Wκ µ  of both equations have µ  value of 
1
4

− , and that ,Wκ µ  is represented by linear combination of ,Mκ µ  and ,Mκ µ−  

as [21] 

 ( ) ( ) ( ) ( ) ( ), , ,
Γ 2 Γ 2
1 1Γ Γ
2 2

W z M z M zκ µ κ µ κ µ

µ µ

µ κ µ κ
−

−
= +

   − − + −   
   

 (27) 

where ,Mκ µ  is defined as 

 ( ) ( )
1
2 2

, 1 1e 1,2 1;
z

kM z z F z
µ

µ µ κ µ
+ −

= − + +  (28) 

Each κ  and µ  values of ( )φ +
−  and ( )φ −

−  are 1
4

iκ = − −
π

, 1 
4

µ = −  and  

1
4

iκ = − +
π

, 1
4

µ = − , respectively. Because only the first term of ,Mκ µ  dominates 

as x asymptotically approaches 0, behavior of ( ) ( )xφ ±
−  as 0x →  are following. 

( ) ( )
1

1 4
4

1Γ
122
2Γ 1

i

x
i

φ
− −+ π

−

 
    →     + π 
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( ) ( )
1

1 4
4

1Γ
122
2Γ 1

i

x
i

φ
− +− π

−

 
    →     − π 

 

Therefore, in order to satisfy the condition that 0X − =  at 0x = , it is suffi-

cient for coefficients to set that 1 2 Γ 1
i ia π  = + π 

 and 2 2 Γ 1
i ia

−
π  = − π 

. 

These coefficient values are also true for X +  case because ( ) ( ) ( ) ( )x xφ φ+ +
+ −=  

and ( ) ( ) ( ) ( )x xφ φ− −
+ −=  in the case of zero-mass ( 0β = ).  

Therefore, the wave functions for zero-mass case ( 0β = ) become as 

 

( ) ( )

( )

2

2

11 1
224 4

1 1,
4 4

11
224

1 1,
4 4

12 1 e
2

11 e
2

x

i

x

i

iX x x W x

i i x W x

α

α

α α

α α

−−

− − −
π

−−

− + −
π

    = Γ +    π   
   −Γ − −    π   



 (29) 

Thus, we obtain the wave function of ( )3X x  as 

 

( ) ( ) ( )

( )

2

2

3

1
1 21 24

1 1,
4 4

11
224

1 1,
4 4

2

1 12 1 e
2 2

11 e
2

x

i

x

i

X x X x
X x

i x W x

i i x W x

α

α

α α

α α

− +

−
−

− − −
π

−−

− + −
π

+
=


     = Γ +      π     


   −Γ − −    π   

 (30) 

 ( ) ( ) ( )
2 0

2
X x X x

X x
i

+ −−
= =  (31) 

where 
2 1

8 2
g

i
α = . 

We derived a charged pion wave function and an electromagnetic form factor 
in 3 + 1 dimensions in ref. [13] and showed that a charged pion wave function is 
represented by 3χ  ( ( )ˆi rβ α ⋅



 component) only because 2χ  ( β  component) 
is zero. Equation (30) and Equation (31) correspond to these results.  

3. Distribution Amplitude 

In this section, we construct a charged pion distribution amplitude. To achieve 
this aim, we apply one dimensional Fourier transform to ( )3X x .  

In the case of our κ   and µ   values, ( ) ( )xφ +
−   and ( ) ( )xφ −

−   can be de-
scribed as 

( ) ( )

1
4

22

22
1 1 11

2
4

1 e
2 1 11 , ; e

2 2
e

i

i

i

x
ix c F x

x

α
φ α

α

π
−

π
−+

−
π

−

 
     = +  π  
  
 
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3
4

22

22
2 1 11

2
4

2 2 22 2
1 1 1 2 1 1

1 e
2 3 3 1, ; e

2 2 2
e

1 1 3 3 11 , ; e , ; e
2 2 2 2 2

i

i

i

i i

x
ic F x

x

i ic F x c x F x

α
α

α

α α α

π
−

π
−

π
−

π π
− −

 
     + +  π  
  
 
   

′ ′= + + +      π π   

 (32) 

( ) ( ) 2 2 22 2
1 1 1 2 1 1

1 1 3 3 11 , ; e , ; e
2 2 2 2 2

i ii ix d F x d x F xφ α α α
π π

−
−

   
′ ′= − + −      π π   

 (33) 

Equation (32) and Equation (33) show ( ) ( )xφ +
−  and ( ) ( )xφ −

−  are clearly even 
functions. Thus, ( )3X x  is an even function. 

 ( ) ( ) ( ) ( )0
3 3 3 30

d e d e d eiqx iqx iqxF q x X x x X x x X x− − −

−∞

∞ ∞

−∞
= = +∫ ∫ ∫  (34) 

For the first term of the second line of Equation (34), by changing the variable 
x  to x′− , the first term becomes  

( ) ( ) ( )3 3 30 0

0
first term d e d e d e i q xiqx iqxx X x x X x x X x′−′ ′ ∞

∞

− ∞
′ ′ ′ ′ ′ ′= − − = =∫ ∫ ∫  

For the second line, we recall the fact that 3X  is an even function. Recalling 
the fact that the measured momentum is always 2Q  in experiment and  

2Q Q= ± , we take q q= −  in the last line. By taking q q= +  in the second 
term of the second line of Equation (34), Equation (34) becomes 

 ( ) ( )3 30
2 d e i q xF q x X x

∞ −= ∫  (35) 

Recalling that the distribution amplitude is considered in 4 (3 + 1) dimensions 
and that using solutions of the ‘t Hooft model obtained in 2 (1 + 1) dimensions is 
only analogy, we may consider that qx  is actually q x  in this case. Then we 
obtain the same result for ( )3F q  without using above argument. 

To proceed further, we evaluate the integral as follows. 

 ( ) ( )
2

1
1 21 2 24

3 1 10 ,
4 4

1 1Γ 1 d e e
2 2

xi q x
i

iF q x x W x
α

α α
−

−

− − −
π

∞     = +     π     ∫  (36) 

 ( ) ( )
2

1
1 22 2 24

3 1 10 ,
4 4

1 11 d e e
2 2

xi q x
i

iF q x i x W x
α

α α
−

−−

− + −
π

∞     = Γ − −     π     ∫  (37) 

Recalling that 
2

21 e
8 2

ig
i

α α
π

−
= = , we change the variables as 

3
4 1e

i
x z

α

π
−

=  

for Equation (36) and 4 1e
i

x z
α

π
−

=   for Equation (37), respectively. Then 

Equation (36) and Equation (37) become 

( ) ( ) ( )
3

24
1

1 2e1 24 4
3 1 10 ,

4 4

1 1 11 e d exp 1 e
2 22

i
i z

i
qiF q z z i z W z

α

α α

π
∞ −π

−

− − −
π

       = Γ + − −      π      
∫ (38) 
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( ) ( ) ( )
24

1
1 2e2 24 4

3 1 10 ,
4 4

1 1 11 e d exp 1 e
2 22

i
i z

i
qiF q z z i z W z

α

α α

π −π
− ∞

− + −
π

       = Γ − − +      π      
∫  (39) 

Note that, for Equation (36), 

1
123 3 2

4 4 4 41 1 1e e e e
2 2

i i i i
z zα

α

−
−π π π π

− − − −     =      
. 

We consider the integral contour of Figure 1 for Equation (38) and that of Fig-
ure 2 for Equation (39), respectively. 
 

 
Figure 1. Integral contour for Eq. (38). 

 

 
Figure 2. Integral contour for Eq. (39). 

 
Because there are no poles inside of contour area for both Equation (38) and 

Equation (39) cases, we obtain 1 2 3 0I I I+ + = . Thus 1 3I I= −  because of 2 0I =  
(see Appendix D). This means that we can change the integral range of both cases 
from 0 to ∞ .  

Then, we obtain the Fourier transform of ( )3X x , namely ( )3F q , except con-
stants as follows: 

( ) ( )

( )

2

2

1
1 2 24 4

3 1 10 ,
4 4

1
1 2 24 4

1 10 ,
4 4

1 1 11 e d exp 1 e
2 22

1 1 11 e d exp 1 e
2 22

i z

i

i z

i

qiF q z z i z W z

qi z z i z W z

α α

α α

−π
−

− − −
π

−π
−

−

∞

∞

+ −
π

       = Γ + − −      π      

       −Γ − − +      π      

∫

∫

(40) 

The absolute value of ( )3F q , namely ( )3F q , is our charged pion distribu-
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tion amplitude in the range of [ ]0,∞ . Note that over all coefficient is unimportant 
because actual distribution amplitude should be normalized. 

In order to construct a charged pion distribution amplitude in commonly used  

range, we have to replace q  to 1

11
q

q−
. Recalling the fact that 1q  is  

Momentum Maximal Momentum  and that  
Momentum Maximal Momentumx= ⋅   [ ]( )0,1x ∈  , we obtain our charged pion 
distribution amplitude as 

( )
2

2

1
1 2 24 4

3 1 10 ,
4 4

1
1 2 24 4

1 10 ,
4 4

1 1 1 11 e d exp e
1 2 22

1 1 1 11 e d exp e
1 2 22

i z

i

i z

i

i i xF x z z z W z
x

i i xz z z W z
x

α α

α α

−π
−

− − −
π

−π

∞

∞−

− + −
π

 −      = Γ + −      π −      

 +      −Γ − −      π −      

∫

∫

(41) 

Again we have to take absolute value of ( )3F x  and normalizaon is necessary. 
In order to observe the behavior of our distribution amplitude, we construct an 

approximate form of ( )3F q . 
In order to evaluate integral, we divided integral region two parts, namely range 

1 is [ ]0,u  and range 2 is [ ],u ∞ . 
When q  is very large, only the first term of Whittaker function is sufficient 

to evaluate integral in range 1 and an asymptotic form of ,Wκ µ  is sufficient to 
range 2 integral. Because Whittaker function ,Wκ µ  is defined as Equation (27), 
integral becomes 

( ) ( )

( ) ( )

4
0 1

4
0 1

1 1e d exp 1 d exp 1
2 2

1 1e d exp 1 d exp 1
2 2

i

u

i

i

u

u

u

i

q q
I z z i z z i

z

q q
z z i z z i

z

α α α

α α α

π
−

+
π

π
−

−

∞

∞

π

    
    = − − + − −
    

    
    
    − − + + − +
    

    

∫ ∫

∫ ∫

(42) 

Here we use an asymptotic form of ( ),W zκ µ  described in Equation (43) [21] 
for the second and the fourth terms. 

 ( )

2 2
2 2

2
,

1

1 1
2 2

~ e 1
!

z

n
n

n
W z z

n z
κ

κ µ

µ κ µ κ
∞−

=

       − − − − +       
          + 

 
 
 

∑


 (43) 

Note that Γ-function are cancelled out by coefficient of ,Mκ µ   of Whittaker 
function ,Wκ µ  (refer Equation (27).  

Changing variable 
2
z
α

 to z′ , integral becomes 

( )( ) ( )( )
2

24
0 12

1 1e 2 d exp 1 d exp 1
2

iu
i

u iI z q z i z q z i
z

α

αα

π π− ∞

+
π

 
  ′ ′= − − + − −   
   

′
′

′∫∫  
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( )( ) ( )( )
2

2

0 12

1 12 d exp 1 d exp 1
2

iu

u iz q z i z q z i
z

α

αα

−
π ∞

−
π

 
   ′ ′− − + + − +    
   

′
′ 

′∫ ∫ (44) 

We can obtain the results of integral in Equation (44) by employing the integral 
formula [22] 

 ( )( ) ( )
( )2

0

11d exp 1 1,
1 2

u
q i u

z q z i
q i

α γ
α

 
 − =
 
 

∫






 (45) 

where ( ), pγ λ′  is incomplete gamma function defined as 

( ) 1
0

, d e
p tp t tλγ λ ′− −′ = ∫  

and its series expansion is shown as [21] 

( ) ( ) ( )0
, e

1

n
p

n

pp
n

λ

γ λ
λ λ λ

′+∞
−

=

′ =
′ ′ ′+ +∑



 

For 1λ′ =  case, we can evaluate summation as follows: 

( ) ( )
1

0
1, e

12 1

n
p

n

pp
n n

γ
+∞

−

=

=
+∑



 

Taking 1n n+ = , summation begins 1n = , then summation becomes as 

1 0
sum 1 e 1

! !

n n
p

n n

p p
n n

∞ ∞

= =

= = − = −∑ ∑  

Then, ( )1, 1 e ppγ −= − . 
Thus, we obtain integral results as 

( )

( )
( )1 11 1 exp

1 2

q i u
I

q i α

  
  = − −

    





 

 

1 1 1 1 1exp exp exp
1 1 1 12 2 2

1 exp sin cos
2 2 2

q u i q uiquI
q i i i i

q u q u q ui
q

γ

α α α

α α α

               = − − − − −        − + − +         
       
       = − − +
              

(46) 

 

( )( )

( )( ) ( ) ( )

12

2

1d exp 1

1 1 1d exp 1 cos ln sin ln

u i

u

I z q z i
z

z q z i z i z
z

α

α

∞Γ

±
π

∞

= −

    = −     π π    

∫

∫



 

 (47) 

Because sin-function and cosine-function exist inside the integral and integra-
tion is taken up to infinity. We can conclude that ΓI  is much smaller than I γ . 
Thus, we neglect contribution of ΓI  to pion distribution amplitude. 

For small q  case, we consider Equation (40) that is exact form of ( )3F q .  
Equation (40) is rewritten as 
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( ) ( )

( )

2

2

1
1 2 24 4

3 1 10 ,
4 4

1
1 2 24 4

1 10 ,
4 4

1 1 11 e d exp 1 e
2 22

1 11 e d exp 1 e
2 22

i z

i

i z

i

q ziF q z i z W z

q zi z i z W z

α α

α

−π
−

− − −
π

−π
−

− + −

∞

∞

π

         = Γ + − −       π      
       −Γ − − +      π       

∫

∫

(48) 

For integral, we recall an integral representation of Whittaker function ( ),W zκ µ . 

In our case, because the condition 
1Re 0
2

µ κ − + > 
 

 is satisfied, we can em-

ploy the following integral representation for ( ),W zκ µ  [21]: 

 ( )
1

12 2
2

, 0

e d e 1
1Γ
2

z

tz tW z t t
z

µ κκ µ κ

κ µ

µ κ

− + −
− −∞ −  = +    − + 

 

∫  (49) 

Recalling that 1 1,
4 4

iµ κ= − = −
π

  

 
2

1 13 11 2 2 4 24
1 1 20,
4 4

1 1 1 1e 2 d e
12 2 2
2

i
i iz t

iz W z z t t
i z t

− ±
± − ± π−π π

− −

∞

π

     =     +      Γ ± π 

∫


 (50) 

Integral part of ( )3F q  apart from constant becomes 

 
( )

( ) ( )

11
2

3 20 0

1
122

0 0

1d exp 1 d e
22

d e d exp 2

i
i

t
F

i i
t

q z
I z i z t t

z t

t t z z z z t

α

λ

±
− ± π− π

− ± −− π π

∞ ∞

∞ ∞

    = −    +  

= − +

∫ ∫

∫ ∫




 (51) 

We can refer the following formula for z integral [22]. 

 ( ) ( )

2 2 2 2 212 1 2 2 31
130

1
d e | 14 1 02 Γ 1

2

x w wxx w x G
ν ξξν λ

ν
λ

ξ νξ

+
− −∞

−−
− 

 + =  − −π −  
 

∫  (52) 

In our case, 1ν = , iξ =
π

 , ( )1

2

q i
λ

α
=



, 2w t= , z integral becomes 

 ( ) 2 2
31
13

02 2 | 14 02 Γ 1 2

i

z
t tI G ii

λπ
 
 =    ± π ± π   π 



 (53) 

Then, 3FI  becomes apart from constant 

 
1 2 1 2

312
3 130

0
2 2d e | 14 0Γ 1 2

i
i

t tI t t G ii
λ

−
π ∞ −− π

 
 =    ± π ± π   π 

∫




 (54) 

where mn
pqG  is Meijer’s function defined as [22] 

( ) ( ) ( )
( ) ( )

1 1

1
1 1

Γ Γ 1

Γ 1 Γ
h

m n
m j h h jar j j bmn

pq q pbr
h h j j hj m j n

b b b a
G x x

b b a b
= =

=
= + = +

− + −
=

+ − −

∏ ∏
∑
∏ ∏
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( )( )1 1 11 , ,1 ;1 , , , ,1 : 1 p m n
p q h h p h h qF b a b a b b b b x− −

− + − + − + − ∗ + − −×     

This definition is given under the condition such that either p q<  or p q=  
and 1x < . 

In our case, recalling Equation (48), Equation (49) and Equation (54), the first 
terms of ( )3F q  become apart from real value constants as 

 

( )
0 02 2

3

2

1 1Γ Γ Γ Γ
2 22 2First term of

4 41 1Γ Γ
2 2

1Γ Γ Γ 1
2 2

41Γ
2

1Γ Γ Γ 1
2

1Γ
2

i

i i
t tF q

i i

i i i
t

i

i i i

i

λ λ

λ π

       −          π π       = −   
      + −   π π   

     − − +       π π π     +  
   + π 

     + −     π π π     −
 −

π

( )

( )

2

1
2 2

1
2 2

2
4

11 1 3 2Γ Γ Γ 22 2 2
41Γ

2

11 1 3 2Γ Γ Γ 22 2 2
41Γ

2

absolute value of 2

i

t

q ii t

i

q ii t

i

λ

α

α

−
π 

 
  

 
 

  −        − − +         π        +
  +   π   
 

  +        − − −         π        −
  −   π   
 

= − π
21 12

42

q
i t

α

   +   π  

 (55) 

The reason why we take absolute value of 
2 2
4

i

tλ
±
π 

 
 

 is following. This can be 

rewritten as  

2 2 2 22 1 1exp ln cos ln sin ln
4 2 2 2

i
i it it t iλ λ λ λ

±
π ± ±

π π
       

= ± = ±              π π π        
. Note  

that 
i

t
±
π  term cancels integral part of 

i

t π


 term when considering only the first  
term of Meijer’s G-function. Recalling the fact that we must include 0q =  case 
( )0λ =  , ( )3F q   become meaningless because ( ) ( )sin ,cos∞ ∞   do not exist. 
In addition, the other reason is that, recalling Equation (54), this integral becomes 
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meaningful when t can be taken from 0 to quite large value for a certain fixed 2λ  
value ( q  value). That means 2λ  should be quite small ( q  quite small) because  

of the condition 
2 2 1
4

tλ
< . Then, integral becomes 

1 2
2

0

1d e sin ln
2

tt t λ−∞ −  
  π 

∫  or 

11cos ln 0
2
λ 

≈  π 
 because sin or cos-function rapidly oscillates. Thus, we cannot 

evaluate this contribution to ( )3F q  properly when we take sin, cos-functional 

representation. Note that ∞  denotes vary large value except ∞  for any finite 

2λ   (quite small), and that t-integral becomes 
1 1
2

0

1d e
2

int it t n
+ −∞ − π  ≈ Γ + π ∫


  

because n-th term of 1 2F  is 
2

2

n
ntλ 

 
 

. Recalling the fact that we have to take 

absolute value of Γ-function when considering ( )3F q  as shown later, we notice 

that this series become well defined when we take the absolute value of 
2 2
4

i

tλ
±
π 

 
 

 

because this absolute value is the first term and also it multiplies to all other terms. 
Here we employ formula as 

( ) ( ) ( )

( )

( ) ( )

1 1
2 2

1
2 2

2

1

1
2

1sinh , cosh ,
2

1 1 ,
2 cosh 2

 1 sinh

n

k

iy y y iy y

n iy k y
y

iy y y

=

 Γ = π π Γ + = π π        

  π    Γ ± + = − +      π     

Γ + = π π  

∏  

These formula can be obtained by employing the following relations [21]. 

( ) ( ) ( )1 sinz z zΓ Γ − = π π  and ( )1 1Γ Γ cos
2 2

z z z   + − = π π   
   

 

( ) ( )Γ 1 Γz z z+ =  and ( ) ( )Γ Γz z=  

The reason why taking the absolute value of Γ-functions in Equation (55) is as 
follows. 

Γ-function is defined by Euler as  

( )
1

1 1Γ 1 1
z

n

zz
n nz

∞

=

    = + +    
     

∏  

When z is complex, we cannot specify ( )Γ z  value. Thus we have to take the 
absolute value to specify ( )Γ z  value in the case of complex z. Because distribu-
tion amplitude is absolute value of ( )3F q , we have to take the absolute value of 
( )Γ z  to evaluate it. 
Although Equation (46) is obtained for large q  case, Expansion of Equation 

(46) becomes 
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( ) ( )

( ) ( )( )

2 2

2 3 2

1 11 1 1
2 2

iI q q q q
q
i q O q i q
q

γ ρ ρ ρ ρ

ρ ρ ρ

   = − − + + −      

 = + =  

 (56) 

where 
2
uρ
α

= . 

Thus, the first term of I γ  is the same order of q  as that of Equation (55) so 
that we consider Equation (46) as an approximate form of distribution function.  

Then, we obtain an approximate form of charged pion distribution amplitude 
in the range of [ ]0,∞  as 

 ( ) ( ) ( ) ( )( )3
1 1 exp sin cosF q q q q
q

ρ ρ ρ = − − +   (57) 

In order to construct distribution amplitude in the range of [ ]0,1 , we again set 

q  as 1

11
qq

q
=

−
. The range of 1q  is [ ]0,1  and 1q  is considered as  

Momentum
Maximum Momentum

. 

Momentum can be written as Momentum = x  ·(Max Momentum) where 
[ ]0,1x ∈ . 

Thus, Equation (57) is rewritten as 

 ( ) ( ) 1
3 3

1 1 e sin cos
1 1

x
xx x xF x F x

x x x
ρ

ρ ρ
−
−

 −     = = − +     − −     
 (58) 

The form of Equation (58) is very simple, however, when we compare this with 

other form of pion distribution amplitude such that 
( ) ( )1 1

,
nmx x

B m nπφ = −  by  

Zhang [8] where ( ),B m n  is Beta function, and  
( ) ( )0.31 0.81

21.81 1 1 0.12 2 1x x C xπφ  = − − −       by Chang [9], and the form of the 
distribution amplitude without considering pion radius effect by Raya as [7] 

( ) ( ) ( )
2

22 2 21 1 1 1
P P

PPP
P P Pu n x x x x x x

α β βαρ γ
 

= − + − + − 
 

 

we can consider that the form of Equation (58) is sufficient to observe the basic 
behavior of our distribution amplitude.  

We show behavior of normalized ( )3F x  based on Equation (58) for several 
ρ  values case in Figure 3. 

Note that we change the notation x  to x  from now on so that the range of 
this x  is [ ]0,1 . 

We can compare results of Figure 3 to those of Raya et al. [7]. Especially, we 
can compare our results of 1.0ρ =   and 0.5ρ =   cases to Raya’s results of 

2 2Δ 2r =  and 2 2Δ 5r =  case, respectively. According to Raya, Δ  is defined as 
p p∆ = ′−  where p’ and p are the final, initial meson momenta in the defining 

scattering process and r is pion radius. For both cases, our peaks are almost same 
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as theirs and maximum values are close but smaller than theirs. Most intriguing 
point is that, for less than 1.0ρ =  case, our peaks shift towards 1x = . This shift 
is also shown in Raya’s results as 2 2Δ r  increases. In our case, the cause of peak 
shift is basically magnitude of a coupling constant 2g  because of the setting that  

2

2 2
2
u u

g
ρ

α
= = . The behavior of ( )3F x  near 1x =  is that ( )3

1 xF x
x
−

→   

at 1x → . This behavior is also true for the exact form of ( )3F x  case because 
the evaluation for very large q  case is sufficiently accurate. 
 

 
Figure 3. Distribution amplitude with various ρ  values. 
 

Important point is that Raya et al. consider that pion distribution amplitude is 
directly related to a valence u-quark distribution function of pion [7] and they 
employ one of their results of distribution amplitude to represent a valence u-
quark distribution function of pion [6].  

4. Conclusion and Discussion 

Applying our solutions of the ‘t Hooft model to construct a pion distribution 
amplitude, we obtain a pion distribution amplitude ( )3F x  as the absolute value 
of Equation (41). By exploring its asymptotic form described as Equation (58), we 
find that our results show each peak shifts towards 1x =  caused by magnitude  

of a coupling constant 2g  and that ( )3
1 xF x

x
−

→  as 1x → . According to the 

correct Drell-Yan-West relation, for hadron H defined by 1n +   valence spin 
1
2

J =  partons, its leading elastic form factor scales as ( )21
n

Q  [23]:  

( ) ( )~ 1 when 1,Hq x x xβ− ≅  

2 1 2 where q H
z z z zn S S S Sβ = − + ∆ ∆ = −  

Because 0H
zS =   for pseudo-scalar meson case, 1

2zS∆ =   so that 1
2

n =   for 
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1β =  case. Thus, its leading elastic form factor scales as ( )
1

2 21 Q . 

This contradicts the fact that 1n =  for pseudo-scalar meson, however, we are 
interested in a leading elastic form factor when we know distribution function so 
that we used above argument. According to Raya et al. [7], distribution amplitude 
is directly related to distribution function so that our case indicates that a leading  

charged pion form factor scales as ( )
1

2 21 Q . This is slightly larger than experimental  

results as 21 Q ; however, Arriora et al. [24] demonstrate slightly larger space-
like form factor using the argument of extrapolating from time-like region. Their  

upper bound result shows ( )
1

2 21 Q  behavior. Pasquini et al. [25] and Xie et al.  

[26] also show the distribution functions that have ( )11 x−   as 1x ≅   behavior 
(actuary exponent is close to 1 because both results fit E615 Drel Yan experiment 
[27]). Especially, Pasquini et al. show that their pion electromagnetic form factor 
explains well for experimental data up to ( )2 210 GeVQ =  although their distri-
bution function behaves as ( )11 x−  as 1x ≅  because their form factor is evalu-
ated by the following form: 

( ) ( )12 2
, 0

1 1d exp
2 2qq qq

xF Q x x a Q
xπ πφ
− = − 

 ∫  where qqa  is a parameter.  

According to Xie et al., Leading Neutron Deep Inelastic Scattering (LN-DIS) 
will reveal a structure of one dimensional mesons (1 + 1 dimensional meson) pre-
cisely in the range of [ ]0.1,0.9x∈ . Presently their simulation results are reliable 
only in the range of 0.75x ≥ ; however, these are good to see the behavior of dis-
tribution function near 1x = . This means that their results show the behavior of 
distribution function near 1x =  of one dimensional pion that corresponds to a 
meson of ‘t Hooft model. Thus, we can consider that the behavior of our result 
near 1x =  is consistent to that of their results. 

Although we need to work out more detailed analysis of the absolute value of 
Equation (41) to confirm shifting property, we can claim that it is worthwhile to 
investigate pion distribution amplitude by using the exact solution of ‘t Hooft 
model. Here we would like to insist that the exact solution of ‘t Hooft model means 
not only the solution of ‘t Hooft singular integral equation but any solutions of 
large N limit two dimensional QCD massless quark case. 
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Appendix 

Appendix A. ( )S r Pr
r

1 1
2

=
π

 

The Green’s function is defined as 

 ( ) ( ) ( )†, 0 0G x x x x′ = Ψ Ψ  (A1) 

where Ψ is a fermion field (quark field), and x and x' have finite separation. 
This Green’s function satisfies the following equation: 

 ( ) ( ) ( ), 1i gA G x x x xµ µ
µ µα α δ′ ′∂ − = −  (A2) 

where 1 denotes unit matrix. 
Note that the form of Equation (A2) is taken by 0γ  multiplying Dirac equa-

tion in the case of massless field. Because Dirac equation with massive case, in our 
choice of γ -matrices, should be 

 ( ) ( )0 0D m xµ
µα γ φ+ =  (A3) 

Dirac equation with massless quarks case becomes 

 ( ) 0i D q xµ
µα =  (A4) 

where 
2

a aD igAµ µ µ
λ

= ∂ − . 

The solution can be written in the form  

 ( ) ( ) ( ) ( )( )0, , expG x x G x x x xϕ ϕ′ ′ ′= −  (A5) 

where  

 ( ) ( )0 , 1G x x x xµ
µα δ′ ′∂ = −  (A6) 

 ( ) ( )
2

a ax igA xµ µ
µ µ

λα ϕ α∂ =  (A7) 

Equation (A7) means as 

 ( ) ( )
2

a ax igA xµ µ
λϕ∂ =  (A8) 

Now we will find the solution of ( )0 ,G x x′  that is time-independent. Starting 
equation is following: 

 ( ) ( )0 ,xG x x x xδ′ ′∂ = −  (A9) 

where ( ) ( )1
0 0, ,G x x G x xα=′ ′ . 

Then ( )0 ,G x x′  can be obtained as follows: 

 
( ) ( ) ( )

( ) ( )0

0

0

1, d d d e
2

1d d e d e
2

x x

x

ip x x

ip x x ip x x

G x x x x x x p

x p p

δ −

−∞ −∞ −

∞ ′

∞′ ′

∞

− −

−∞ −∞

= − =
π

 =

′ ′

+  π

∫ ∫ ∫

∫ ∫ ∫
 (A10) 

In the second line, we use the description of δ -function as  

( ) ( )( )1 d exp
2

x x p ip x xδ
−∞

∞
− =

π
′ − ′∫ . 
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For the first integral term in parenthesis, changing variable p  to P′− , then 

 ( ) ( ) ( )0 0

0
d e d e d eip x x ip x x ip x xp p p′ ′ ′ ′ ′− − − − −

−

∞

∞ ∞
′ ′= − =∫ ∫ ∫  (A11) 

Combining the last line to the second integral in parenthesis, parenthesis terms 
become 

 

( )( ) ( )( )
( )( ) ( ) ( )

0 0

0 0

Parenthesis 2 d cos 2lim d cos

sin 1 e e2lim 2lim
2

i x x i x x

p p x x p p x x

x x
x x i x x

→

′ ′− − −

∞

→

∞

→

= − = −

 ′− − −
= − = 

′ ′− −

′

 

′



∫ ∫

 

 

  (A12) 

Then 0G  becomes 

 ( )
( ) ( )

0 0

1 1 e e, d 2 lim
2 2

x i
x

i x x x

G x x x
i x x

′ ′− − −

−∞ →

− − ′ =  π − ∫
 


 (A13) 

Changing variable as ( ) xx x′− = , integral becomes 

( ) ( )
0 0

01 1 e e 1 e e, lim d 2 d
2 2 2

i ix x x xi ix x
G x x

i
x x

ix x

− −′−

−∞ −∞→

− − − −   ′ = =   π π   ∫ ∫



 (A14) 

Note that the lower limit of integral is taken as −∞  because we can always 

take −∞  as 1
− ∞


. 

For the second term of the last line, changing variable as x x− = ′ , second in-
tegral term becomes 

0

0

e ed d
i ix x

x x
x x−∞

′
∞

− − =
−
′

′∫ ∫  

Combining this to the first term of the last line, we obtain the form of ( )0 ,G x x′  
as 

 ( )
( )

0
e e 1, d d

2 2 2

i x xxii i iG x x x Pr
x x x x

x
x

′−

−∞ −∞

∞ ∞       ′ = = =       ′ ′π π − π −       ∫ ∫  (A15) 

For the second line, we change the variable x  to x x′− . 
Therefore ( )0 ,G x x′  is obtained as 

 ( ) ( ) ( )1
0 3

1 1 1 1,
2 2

G x x i Pr i Pr
x x x x

α σ   ′ = =   ′ ′π − π −   
 (A16) 

Now we will find a solution of Equation (A8). Because ( ),G x x′  is time inde-
pendent, Equation (A8) becomes  

 ( ) ( )
2

a a
x x igA x λϕ∂ =  (A17) 

where ( ) ( )12 2
a aa aA x A xλ λ

= . 

 ( ) ( )d
2

x a ax ig z A z λϕ
−∞

= ∫  (A18) 

Then we can describe the Green’s function ( ),G x x′  as follows: 

 ( ) ( ) ( )3
1 1, exp d

2 2
x a a
x

G x x i Pr ig z A z
x x

λσ
′

  =    ′π −  
′

∫  (A19) 
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The vacuum expectation value of our amplitude is given as follows. 

 ( ) ( ) ( ) ( )†, 0 exp d 0
2

x a a
x

S x x q x q x zigA z λ′ ′ = 


′ 
∫  (A20) 

Inserting 0 0  between †q  and exponent in Equation (A20), we obtain 

 ( ) ( ) ( ), , 0 exp d 0
2

x a a
x

S x x G x x zigA z λ′
′ ′= ∫  (A21) 

( ),G x x′  is given in Equation (A19) and then we notice that the phase factor is 
cancelled out. 

Thus we obtain 

( ) ( )3
1 1,

2
S x x i Pr

x x
σ  =  ′−

′
π 

 

Therefore using the following expression is justified: 

 ( ) ( )3
1 1

2
S r i Pr

r
σ  =  π  

 (A22) 

Appendix B. ( ) ( )′ ′ ′∫
x

x x f xd 0
∞

=δ  

We use the definition of the δ -function as 

 ( )
1

2
0 otherwise

z
z

ε ε
δ ε

 − ≤ ≤= 


 when ε  approaches 0. 

We may conclude that 

( ) ( )d 0
x

z z f zδ
∞

=∫  

under setting the condition that x is always larger than ε . 
We can always set this condition except exact 0x =  point. 
At 0x = , we go back to original equation such as ( ) ( )( ) 0x x f xδ∂ = . 

At 0x = , ( )0 constf = , and in our definition of ( )
0

1lim
2

x
ε

δ
ε→

= , δ -function  

is quite large, but just number. Thus, ( ) ( )x f xδ  is just constant. Thus, deriva-
tive of constant with respect to x is 0. Thus at 0x = , ( ) ( )( ) 0x x f xδ∂ =  is sat-
isfied with. 

Because integral of 0 is always 0, we can consider that ( ) ( )d 0
x

z z f zδ
∞

=∫  for 
0x ≥ . 

Appendix C. Derivation of ( )
−φ
  

Equation (18) is expressed as follows; 

 
( )

( )
( )

( )
2 2

2
d d 0

d 8d
gx

xx
φ φβ α α φ

+ +
+− −

−

  
+ − + − − =   π  

 (A23) 

where 
2

01 ,
8 2 2

Wg
i i

α β= = . 
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After first taking  

( ) ( ) ( )
21

4e
x

x u x
α

φ +
− =  

Equation (A23) becomes 

 ( )
2 2

2 2
2

d d 1 1 1
d 2 8 4 4d

u u g x
xx

β α α β β
  

+ + − − − − +  π  
 (A24) 

Next taking ( ) ( )
1
2e

x
u x v x

β−
= . 

Equation (A24) becomes 

 ( ) ( )
2 2

2
2

d 1 1 0
2 8 4d

v g x v x
x

α α β
  

+ − − − − =  π  
 (A25) 

Changing a variable as ( )1
2

x zα β− = , Equation (A25) becomes 

 ( )

2

2 2

2
2 2

1
2 8d 01 1d

4 4

g
v z v z

z

α

α α

  
− −  π  + − = 
 
  

 (A26) 

Taking 

2

2

1
2 8

1
4

gα
γ

α

 
− −  π =  and changing a variable as 2t z

α
= , 

Equation (A26) becomes 

 ( )
2 2

2
d 0

4 4d
v t v t

t
αγ 

+ − = 
 

 (A27) 

By comparing Equation (A27) with the standard form of the parabolic cylinder 

function (Weber function) [19], we find 1
4 2
αγ λ= + . 

Recalling the definition of α , we obtain 21 iλ = − −
π

. 

The solution of Equation (A27) is then 

 ( ) ( )
1 1 2

2 4 2
1 1,

2 4 4

2
2
tv t D t t W

λ

λ λ

+ −

+ −

 
= =  

 
 (A28) 

Substituting the value obtained for λ  into Equation (A28), we find 

 ( )
1 1 2
4 2

1 1,
4 4

2
2

i

i
tv t t W

− − −
π

− − −
π

 
=  

 
 (A29) 

For ( )φ −
− , Equation (19) is represented by α  and β  such that 

 
( )

( )
( )

( )
2 2

2
d d 0

d 8d
gx

xx
φ φβ α α φ

− −
−− −

−

 
+ + + − + = π 

 (A30) 

By using the same argument applied previously, we obtain 

https://doi.org/10.4236/jmp.2025.166046


T. Kurai 
 

 

DOI: 10.4236/jmp.2025.166046 910 Journal of Modern Physics 
 

 ( )
2 2

2
d 0

4 4d
v t v t

x
αγ 

+ − = 
 

′
 (A31) 

where  
2

2

1
2 8

1
4

gα
γ

α

 
−  π ′ =  

In this case, 2iλ = −
π

. 

Because the solution of the parabolic cylinder function equation are ( )D tλ  
and ( )1D itλ− −  [19], we select ( )1D itλ− −  in this case. The solution is then 

 ( ) ( ) ( )
1 21
4 2 1 11 ,

4 4

2
2

i

i
tv t D it it Wλ

− + −π
− − − + −

π

 
= = − 

 
 (A32) 

Appendix D 

The reason why 2I  integral of both Equation (38) and Equation (39) vanish is 
following. 

On the contour of 2I , we can set eiz R θ= . Then Real part of exponents be-
comes 

( ) ( ) 3Real exp cos sin 0 0
42

q
R Rθ θ θ

α
π = − + ≤ ≤ ≤ 

 
 for Equation (38) 

( ) ( )Real exp cos sin 0 0
42

q
R Rθ θ θ

α
π = − − ≤ ≤ ≤ 

 
 for Equation (39) 

Thus, exponent term is less than 1 on this contour. 
Recalling asymptotic behavior of Whittaker function ( ),W zκ µ   in Equation 

(43), asymptotic behavior of 
21

24
,

1 1e
2

z
W z T

z κ µ
  = 
 

 ( z  is large) becomes 

( )

2 2

2
1

1 3 1 1
16 4 16 41~ 1 0 as

! n
n

i i n
T R

R n R

∞

=

       − ± − −          π π       + → →∞ 
 
 
 

∑
 

 

Therefore, 2I  integral vanish for both cases. 
 
 
 

https://doi.org/10.4236/jmp.2025.166046

	New Approach to Pion Distribution Amplitude
	Abstract
	Keywords
	1. Introduction
	2. Formulation
	3. Distribution Amplitude
	4. Conclusion and Discussion
	Conflicts of Interest
	References
	Appendix
	Appendix A. 
	Appendix B. 
	Appendix C. Derivation of 
	Appendix D


