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Abstract 
The recent growth of the information technology sector around the world and, 
consequently, its challenges, have resulted in an increased interest in regula-
tion. Given this scenario, the European Union (EU) has been seeking to take 
the lead in regulating new technologies so as to expand its influence in the legal 
field, in such a way that other countries have been adopting the European 
model. Thus, the EU is frequently the first to establish new obligations for tech 
companies, and many countries tend to follow the EU’s regulatory footsteps, 
as part of a phenomenon known as the “Brussels Effect”. In this context, Bra-
zil’s current approach to regulating the digital environment provides a good 
illustration of the Brussels Effect, most notably in the examples of the General 
Data Protection Regulation (GDPR) and current legislative debates similar to 
the Artificial Intelligence (AI) Act. The paper also discusses the characteristics 
of legal transfers in the context of the Brussels Effect, highlighting that it is not 
an unilateral legal transplant, but actually a transfer that takes place through 
local adaptations, as showcased by the Brazilian scenario. However, transfers 
tend to follow an unilateral direction from the Global North to the Global 
South, which is demonstrated by the previously mentioned legal imports Brazil 
has made. Therefore, this paper concludes that the Brazilian example can assist 
in understanding the implications of the Brussels Effect, in particular how this 
phenomenon can manifest itself through local adaptations of laws and regula-
tions that fit the receptive country’s needs. 
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1. Introduction 

Over the past few decades, recent innovations in information technology and the 
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widespread access to social networks have led the technology sector to grow im-
mensely worldwide, marked by the rise of big tech platforms and amplified in 
particular by the use of artificial intelligence (AI). With such growth, concerns 
regarding privacy protection, antitrust issues, content moderation, the risks and 
dangers of AI, and other controversial aspects about the tech industry start to rise.1 
Recently, in the majority of cases, the European Union (EU), as one of the domi-
nant digital powers of the world, has been the first to regulate these challenges. 
The EU has been imposing new responsibilities and duties for tech companies to 
comply with in European territory, with the aim of preserving the fundamental 
rights of its citizens in view of the growth of these challenges in the digital envi-
ronment. 

In this context, Brazilian regulators are constantly looking at Europe’s discus-
sions and progress when it comes to regulating the digital environment, in fact, 
several Brazilian legislators have mentioned being inspired by European regula-
tions in interviews and in official documents with regulatory proposals.2 This is 
part of a phenomenon known as “Brussels Effect”, which refers to the EU’s influ-
ence over regulatory decisions in other countries around the world (Bradford, 
2020: p. 2). The Brussels Effect explains how the EU has become the predominant 
exporter of norms around the world, yet, this phenomenon tends to reflect the 
prevailing perception that legal transplants, that is, the exportation and importa-
tion of legal institutions from one country to another, can only follow the Global 
North to Global South direction. 

In this sense, in the last few years, Brazil has become known for being heavily 
influenced by EU’s debates on regulations concerning digital challenges, with the 
most notable example legislative being the General Data Protection Law (Lei Geral 
de Proteção de Dados—LGPD, in Portuguese), which regulates the treatment of 
personal data in the country’s territory, similarly to the General Data Protection 
Law (GDPR) in the EU, while there are also other debates taking place in the 
country concerning regulation of AI. Although there are several examples of the 
Brussels Effect in Brazil concerning the regulation of the digital economy, this 
paper will focus on two main instances, which regards data protection and AI sys-
tems, since the EU has already approved regulations on the subject, while discus-
sions in Brazil are at a more advanced stage. 

In this regard, the EU’s most recent step towards regulating the digital economy 

 

 

1For instance, the European Commission has recently fined Meta €797.72 million for “breaching EU 
antitrust rules by tying its online classified ads service Facebook Marketplace to its personal social 
network Facebook and by imposing unfair trading conditions on other online classified ads service 
providers”. Similarly, Google was also fined for breaching EU antitrust rules for abusing its market 
dominance as a search engine by giving an illegal advantage to Google products. Available at: 
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_5801 and  
https://ec.europa.eu/commission/presscorner/detail/hr/memo_17_1785.  
2For instance, in the summary of Bill No. 21/2020, on the principles, rights and duties for the use of 
AI, the rapporteur Representative Luiza Canziani mentioned that the proposal’s main inspiration was 
the EU AI Act, which was underway in the European Parliament and the European Council at the 
time. She praises the successful partnership between Brazil and the EU when the GDPR served as 
inspiration for the drafting of the LGPD. 
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was approving the AI Act, which addresses the risks of AI and sets requirements 
and obligations to developers and deployers of AI. On a similar note, currently 
one of the biggest discussions taking place at the Brazilian National Congress re-
gards the implementation of a legislation to set rules on the development, promo-
tion, ethical and responsible use of AI in the country. 

Thus, our intention with this paper is to explore the meaning of the Brussels 
Effect through the lens of the Brazilian example, qualifying the meaning of legal 
transfer from the perspective of local adaptations made by the receptive country. 
This will be done through an analysis of national and international bibliography, 
as well as an analysis and comparison of the content of the European regulations 
on data protection and AI, and the content of the Brazilian data protection law, as 
well as the Bill of Law currently being discussed regarding AI. With that in mind, 
this paper intends to show how the ongoing deliberations in Brazil challenge the 
concept of legal transplants. Although Brazil is deeply influenced by the EU’s reg-
ulations in the digital environment, and one could say that legal institutions are 
in fact traveling from the EU to Brazil, the Brazilian discussions are not exact rep-
licas of the European discourse. In Brazil, these legislations have been modified 
and adapted to the society’s demands and particular characteristics, and therefore, 
can be described as legal transfers instead of legal transplants. 

As such, Part I provides a contextual background about the transplanting and 
transferring of legal concepts and institutions, together with the direction they 
usually follow and the role Latin America’s law plays in this discussion. Part II 
focuses on the EU’s strategy for regulating the digital economy and how Brazil is 
influenced by these discussions. Part III offers an overview of the recent examples 
of how the Brussels Effect has affected the Brazilian regulatory discussions regard-
ing the digital environment, with similarities and differences in the projects.  

2. The Direction of Legal Transfers 
2.1. Legal Transplants and Legal Transfers 

The study of comparative law allows us not only to have better knowledge of dif-
ferent legal systems, but also to understand the behavior of law, that is, how law is 
capable of developing and traveling from one jurisdiction to another. In this sense, 
the global spread of legal institutions, ideals, ideologies, doctrines, and so on, usu-
ally by the hands of the elite (Graziadei, 2006: p. 1), has become known as “legal 
transplants”. Legal transplants can be understood as the exportation and impor-
tation of legal institutions that have previously worked in a country to another 
country. In other words, it happens when a rule or a system of law, from any 
branch of the law, is borrowed by one jurisdiction from another. Currently, legal 
transplants are seen as one of the major topics of comparative law, attested by its 
immense influence on the globe’s present legal landscape. 

Alan Watson, the legal historian who introduced the term “legal transplants”, 
explains that one of the most startling and obvious characteristics of legal rules is 
the “apparent ease with which they can be transplanted from one system or society 
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to another” (Watson, 1978: p. 313). Watson claims that transplanting has been the 
major feature of legal change in the Western world for the last thousand years, 
and the borrowing of rules and structures from elsewhere is the main way law 
changes (Watson, 1978: pp. 314, 321). The desire behind legal transplants comes 
from the mainly functionalist perspective that “when legal institutions are con-
fronted with problems, they look for better solutions elsewhere” (Frankenberg, 
2022: p. 336). 

Nonetheless, it is relevant to point out that there are controversies surrounding 
the topic of legal transplants. The view that legal transplants are the root of socie-
ties’ legal systems is not ubiquitous, so much so that some comparative law schol-
ars believe legal transplants are in fact impossible. This approach understands that 
legal transplants cannot happen, since when an original rule crosses boundaries, 
it will have its meaning changed and unavoidably be reduced to “bare-proposi-
tional-statements”, that is, meaningless forms of words. Those who advocate 
against legal transplants express that law is a culturally-situated phenomena, and 
as such, the idea of legal transplants fails to acknowledge that rules result from 
divergent and conflicting interests specific to each society (Legrand, 1997). 

Furthermore, even among legal scholars who believe that law does travel be-
tween countries exists an uncertainty about the correct terminology of the field, 
which “reflects the open character of the discussion about the law’s mobility (Gra-
ziadei, 2006: p. 3). Günter Frankenberg proposes the term “legal transfer” as they 
do not resemble organ transplants, since: 

“legal transfer’ alerts comparatists to a problematic phenomenon (Graziadei 
2006) that may be ‘extremely common’ but is anything but ‘socially easy’ 
(Watson 1978, pp. 7, 96). Moreover, it supports a more contextual approach 
that focuses on comparison as practice and a theory of law constituting it as 
a cultural artefact (Frankenberg 2016). By choosing this term, one dismisses 
the ‘naturalism’ of legal transplants as well as the solipsism of the notion of a 
‘nomadic character of rules’ (Legrand 1997). Directing the attention on what 
happens when transfer happens at least implicitly favours the analysis of dif-
ferences (Legrand 1997; Monateri 2000; Samuel 2007) rather than the search 
for similarities (Zweigert and Kötz 1998), and moves away from thinking in 
terms of congruence and convergence or looking for ‘common cores’ or ‘uni-
versal’ categories, theories, and histories of law. Finally, transfer captures the 
commodity structure of the exported/imported legal information as a prod-
uct that comes with standardization.” (Frankenberg, 2022: p. 22). 

In Frankenberg’s view, legal transfers operate as part of world-making and 
when the export and import of legal information happens, the information that 
arrives at a new setting isn’t in its pristine form or design, but is always already 
processed intensely on the way. As professors Frankenberg and Fernanda Nicola 
explain, the idea of a legal transplant conceals the fact that when an item migrates, 
“the translation and application of legal information in a new environment invar-
iably presupposes intense modification” (Frankenberg, 2024: p. 22). Therefore, 
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they argue that transfers are neither socially easy (as pointed out by Watson), nor 
impossible (as described by Legrand), but they actually demonstrate the complex-
ity of law’s cross-cultural travels, requiring close attention to contexts and cul-
tures, as well as risks and side effects (Frankenberg, 2024: p. 22). 

2.2. Why Legal Concepts and Institutions Are Predominantly  
Transplanted from the Global North to the Global South 

Although, as stated by the authors mentioned above, legal transplants have be-
come a relevant part of our world making, it is necessary to address the fact that 
legal institutions are majorly exported from countries of the Global North and 
imported by countries of the Global South (Bonilla, 2018). The Global South refers 
to the regions outside of Europe and North America, and is made up of socially, 
economically, and politically underdeveloped and developing countries. When it 
comes to their legal systems, the assumptions aren’t much different. 

According to professor Michele Graziadei, a variety of factors can cause legal 
change, including the desire to follow prestigious models. In the past, one of the 
main forms of legal change was through the imposition of foreign legal models 
after military conquest or expansions, but he also illustrates that “the desire to 
have what others have, especially if it is deemed superior, may be enough to trigger 
transplants or receptions” (Graziadei, 2006: p. 16). Along these lines, the receptive 
countries are willingly adhering to different cultural models. Graziadei concludes 
that, while the originators of the invention might be unaware, the prestigious 
model can influence the development of the law in the receptive country “by shap-
ing legal ideas, institutions, categories, and rules” (Graziadei, 2006: p. 16). 

Colombian professor Daniel Bonilla Maldonado explains that Global North 
countries are usually seen as having a rich context for the production of legal 
knowledge, with rich tradition and solid legal and political institutions. Global 
North countries have high academic capital, high-quality academic products, rich 
academic institutions (such as the Ivy League schools), and experience in the use 
of legal knowledge (Bonilla, 2018: p. 59). On the other hand, Global South coun-
tries tend to be seen as having poor context for the production of legal knowledge 
and a nonexistent legal tradition, and thus, their legal institutions are fragile and 
unstable (Bonilla, 2018: p. 58). As opposed to Global North countries and partly 
because of its colonial past, the Global South denotes countries that are “politically 
unstable, relatively poor, militarily weak, or at least not as strong as Global North 
countries, and culturally subordinate” (Bonilla, 2018: p. 33). 

Hence, the prestige of North American and European legal institutions, deemed 
to be superior to the law of Global South countries, is associated with social strat-
ification and can be understood as a variety of power (Graziadei, 2006: p. 16). In 
this sense, we currently face a situation of unequal distribution of power when it 
comes to creating and exchanging legal knowledge, in which an unidirectional 
model of exchange prevails: the Global North understands they have the capacity 
of creating, exporting, and using legal knowledge, while the Global South can only 
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“disseminate, reproduce, or apply locally the knowledge created elsewhere” (Bonilla, 
2018: pp. 32, 33, 58, 59). 

Comparative law encourages the study of “other peoples’ normative practices 
and ideas, their visions of a well-ordered community and the instruments and 
institutions they have designed to establish and sustain such order” (Frankenberg, 
1985: p. 412). However, by understanding the other, we are also able to understand 
ourselves. Others’ perspectives can change the way we see ourselves. The Global 
North sees their legal systems as flawless. They assume that any legal knowledge 
produced in their territory and by one of their lawyers is instantly worthy of re-
spect, recognition, and positive qualifications, regardless of its actual quality 
(Bonilla, 2013). Moreover, Global North countries also believe that their develop-
ment process has also been favored by the qualities of their legal system and thus, 
the exportation of their norms and rules could contribute to the development of 
countries in the Global South. When this perspective is presented to countries of 
the Global South, one could assume they are persuaded to believe their own legal 
systems aren’t enough, and that they should constantly be looking up to the Global 
North’s law for inspiration, in an effort to reach a higher status. 

Particularly in the Latin American scenario, there is a common perception that 
the region’s law is a “constant and irrepressible image of failure” (Esquirol, 2008: 
p. 85). Jorge L. Esquiroi argues that this representation of Latin American law as 
a failure is a fiction that denies the value and legitimacy of state laws and institu-
tions. There is an assumption that, compared to elsewhere, in Latin America “the 
gap between book law and action law is wider; the legal culture and local culture 
is more distant; the official actors are more corrupt; the rules are more inefficient” 
(Esquirol, 2008: p. 85), and although some of the critiques might be appropriate 
in certain situations, the cumulative repetition of these assumptions creates a 
common acceptance, even by Latin American countries themselves, of the dys-
function of their law. This failure discourse is so widely echoed that Latin Ameri-
cans tend to hold their national law with little regard. 

In this context, the success of legislation from a Global South country is rarely 
recognized by representatives of the Global North. One of the most prominent 
examples concerns the Brazilian Internet Civil Framework (Law No. 12,965/2014 
or Marco Civil da Internet—MCI, in Portuguese). When the MCI was enacted in 
2014, it was internationally recognized, including by North-American Internet 
organizations, for being a groundbreaking regulation on the rights of Internet us-
ers, helping promote freedom of expression on the internet in Brazil (IRIS.BH, 
2017). Although nowadays there are discussions about changing the MCI’s main 
provisions, the project was highly praised by prominent figures in the Internet’s 
history, such as Sir Tim Berners-Lee, inventor of the World Wide Web, who stated 
that “Marco Civil has been built by its users—the groundbreaking, inclusive and 
participatory process has resulted in a policy that balances the rights and respon-
sibilities of the individuals, governments and corporations who use the Internet” 
(Web Foundation, 2014a). 
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Yet, MCI’s example is an exception. The law reforms in Latin America sup-
ported by the United States (U.S.) and other law and development institutions 
contribute to the reinforcement and normalization of the failure narrative. In the 
majority of times, the “solution” for the failed law is to reform the existing ar-
rangements by U.S. or internationally supported alternatives, marked by the re-
flexive assumption of superiority of U.S. and European law. Legal transplants rep-
resent part of Latin America’s history, as the majority of the region’s positive law 
has been borrowed from European sources (Esquirol, 2008: p. 85). 

The unequal distribution of power to create and exchange legal knowledge be-
tween the Global North and South countries directly influences how others see 
ourselves and how we see our own selves. For all these reasons, it is understood 
that the legal knowledge of the Global South countries can only be applied to their 
own borders. Due to their very specific realities, the law of the Global South can’t 
be generalized and therefore isn’t reproductible in countries of the Global North. 
Contrarily, the law of the Global North is viewed as universally relevant, meaning 
that other countries might find it useful and inspiring.  

Therefore, countries of the Global North believe that they don’t need to look at 
other countries, mainly those located in the Global South, to find legal solutions 
to address their political problems. Consequently, the tendency is that legal trans-
plants happen from developed to developing countries, and the Global South ends 
with legal theory, doctrine, and practices that are more or less faithful copies of 
Global North law (Bonilla, 2018: p. 75). As a consequence, the law of Latin Amer-
ica is often seen both as a failure and a producer of “bad transplants”, given that 
it is disconnected from the social norms and legal professionals in the region’s 
countries. And, as pointed out by Watson, often those responsible for borrowing 
an idea have no direct experience of how well the rule works in practice (Watson, 
1978: p. 315). 

Given this context, it is also pertinent to address that over the decades there has 
been change in the direction of legal transplants in the west, however, the export-
ers of legal knowledge are always either Europe or the U.S. Ugo Mattei has pre-
sented the notion that France and Germany were the leaders during the expansion 
of the civil law tradition in the world. According to Mattei, a legal system is con-
sidered to be leading when it is “considered, discussed, copied or adapted in a 
larger number of other systems than any other legal system at that historical mo-
ment”. He argues that, starting in the 1930s, the winds shifted in the Western 
world, and the U.S. started to gain more attention than Europe in various areas of 
law (Mattei, 1994: pp. 201, 204). 

Similarly, Duncan Kennedy’s theory of the “Three Globalizations of Law and 
Legal Thought” argues that until the 1930s, “legal development was heavily deter-
mined by what was happening in Germany and later in France” (Kennedy, 2006: 
pp. 23-24) and after this period the U.S. started to have influence over these coun-
tries. As such, Kennedy explains that between 1850 to 1900, German legal thought 
was hegemonic and from 1900 to the 1930s, French legal thought was predominant. 
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After 1950, the influence of the U.S. became manifest (Kennedy, 2006: pp: 23-24). 
Hence, there has been change in the direction of legal transplants in the Western 
world in the past, but the leadership has always been from either Europe or the 
U.S., and never from a Global South country. 

3. Regulating the Digital Economy: The Transfer Direction  
from the EU to Brazil 

The Brussels Effect: How Europe Is Regulating the Digital  
Economy 

Nowadays, the EU is successfully exporting the influence of its legal institutions 
and standards to the rest of the world across multiple areas of law, and this time 
without the need for imposition and colonization. Author Anu Bradford explains 
that the EU is capable of declaring regulations that shape today’s global environ-
ment, and, consequently, raise world standards in several sectors of society (Brad-
ford, 2020: p. 2). 

Bradford argues that through a “unilateral regulatory globalization” (Bradford, 
2020: p. 2), the rules and regulations that emerge from Brussels, where the head-
quarters of the EU are located, have penetrated a variety of aspects of economic 
life inside and outside of Europe, a phenomenon she named as “Brussels Effect”. 
Bradford explains that the EU has become the predominant exporter of norms 
given to the fact that it has the largest internal market and very strong regulatory 
institutions. This encourages corporations to adjust their business practices in or-
der to be in compliance with the strict European regulations, thus adhering to a 
single global standard (Bradford, 2020: p. 14) and facilitating international trade. 

To no surprise, the Brussels Effect tends to follow the same North-South direc-
tion as legal transplants. This is because, in several instances, the U.S. is reluctant 
to apply national strict regulations in areas in which the EU was the precursor. 
Bradford reinforces that presently the EU has been adopting increasingly tighter 
standards of protection for consumers and the environment, which the U.S. has 
failed to follow. This mainly comes from the fact that, unlike the EU, the U.S. is 
more sensitive to the costs of regulatory action, and in order to justify regulatory 
intervention, there must first be a risk quantification and a cost-benefit analysis 
(Bradford, 2020: p. 14). One of the main examples that illustrates the different 
regulatory approach between the U.S. and the EU concerns AI. In the EU, the AI 
Act, which establishes a risk-based regulatory model, results from a long process 
of discussion and negotiation. While in the U.S., the Executive Order 14110 on 
“Safe, Secure, and Trustworthy Artificial Intelligence” was issued as a set of rec-
ommendations, incentives and investments in AI. Thus, most of the time devel-
oping countries are the ones racing to follow the EU’s regulatory footsteps. Along 
these lines, in the last few years, Brazil has been one of the main countries follow-
ing the EU’s regulatory steps, especially when it concerns digital challenges. 

In this sense, the unbalance in the new digital ecosystem and, as explained by 
Bradford, “the risks and potentially harmful effects associated with the use of these 
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digital tools and with tech companies’ vast economic power and social impact” 
(Bradford, 2023: p. 5) has demonstrated the need for state intervention through 
regulation. Most of the time, the EU, as one of the dominant digital powers of the 
world, is the first regulator to put it into practice with the intention to reclaim 
control over the industry, before being followed by other countries (Bradford, 
2023: pp. 6, 326). 

The EU’s regulatory model for the digital economy is considered as a “rights-
driven” model, according to which “regulatory intervention is needed to uphold 
the fundamental rights of individuals,3 preserve the democratic structures of soci-
ety, and ensure a fair distribution of the benefits from the digital economy” (Brad-
ford, 2023: p. 9). Thus, by creating regulatory mechanisms to be followed by tech 
companies, the EU intends to protect the rights they see as the foundations of a 
liberal democratic society, establishing a balance between the right to free speech 
and other fundamental rights of digital citizens (Bradford, 2023: pp. 9-10). 

When it comes specifically to the digital economy, the U.S., in contrast to the 
EU, is especially reluctant to adopt aggressive regulations that affect the American 
tech companies in fear of weakening the country’s technological supremacy. 
While the EU doesn’t have a vibrant tech industry of its own, it has been recog-
nized as the most powerful regulator of the digital economy, with the goal of pro-
tecting European citizens from exploitation by U.S. tech companies (Bradford, 
2023: p. 12). Yet, the EU is not only interested in its capacity to curtail U.S. com-
panies’ market power, but also in its ability to shape the global digital order and 
expand its international influence by exporting the rights-driven regulatory model 
and the rights deemed to be fundamental in Europe to other countries (Bradford, 
2023: p. 17). 

In this sense, Bradford explains that the Brussels Effect frames digital regulation 
around the world in two ways: (i) by shaping tech companies’ business practices 
(known as “de facto” Brussels Effect), as these companies frequently choose to 
follow the strictest regulatory standard to ensure regulatory compliance world-
wide; and (ii) by encouraging foreign governments to adopt EU-style regulations 
(“de jure” Brussels Effect) (Bradford, 2023: p. 325). 

Over the last few years, the European Commission has expressed several times 
that digital transformation is one of the EU’s priorities for 2019-2024, with the 
goal of making Europe fit for the digital age (European Commission, 2024a). In 
this sense, the EU has adopted a digital strategy in order to “strengthen its digital 
sovereignty and set standards, rather than follow standards set by others” (Euro-
pean Parliament, 2021) with a clear focus on data, technology, and infrastructure 
(European Commission, 2024b). 

 

 

3It is worth mentioning that, according to Pietro Dunn and Giovanni De Gregorio, the AI Act is not 
strictly based on conferring rights to European citizens. According to the authors, the AI Act is framed 
to build governance in companies that develop and use AI tools, structuring it through a risk identi-
fication and classification methodology. However, even though it is governance-based legislation, it 
aims to ensure that the adoption of the AI Act’s model can ensure the protection of fundamental rights 
within the EU. Available at: https://ceur-ws.org/Vol-3221/IAIL_paper7.pdf. 
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As part of its digital strategy, in 2020 the European Commission released its 
agenda for shaping Europe’s digital future, which will focus on three key objec-
tives: (i) technology that works for people; (ii) a fair and competitive economy; 
and (iii) an open, democratic and sustainable society (European Commission, 
2024c). Moreover, as a global leader, the EU stated it would (i) aim to become a 
global role model for the digital economy; (ii) support developing economies in 
going digital; and (iii) develop digital standards and promote them internationally 
(European Commission, 2020). 

Furthermore, in March 2021, the European Commission presented “Europe’s 
Digital Decade” policy program, which guides Europe’s digital transformation by 
setting concrete targets and goals for 2030. The policy aims to achieve the EU’s 
ambition of pursuing “digital policies that empower people and businesses to seize 
a human centered, sustainable and more prosperous digital future”. To do so, they 
propose a governance structure made up of four cardinal points: (i) digitally 
skilled citizens and highly skilled digital professionals; (ii) secure, performant and 
sustainable digital infrastructures; (iii) digital transformation of businesses; and 
(iv) digitalisation of public services (European Commission, 2021). Thus, as pointed 
out by Bradford, the EU’s intention of shaping policies that will strengthen its ca-
pacities in regulating new technologies, and exporting its standards around the 
world, is clear. 

Bradford argues that given the global nature of the digital economy, the current 
leading regulatory models—the U.S.’s market-driven model, China’s state-driven 
model, and the EU’s rights-driven model—extend “across jurisdictions, impacting 
foreign societies and shaping lives of foreign individuals” (Bradford, 2023: p. 11). 
As aforementioned, when it comes to regulation of themes concerning infor-
mation technology, in the past few years many Brazilian legislators have relied on 
the European experience, proposing heavily influenced Bills. 

 In spite of that, the specific characteristics of the digital ecosystem reveal other 
factors for the importation of the EU’s regulatory model. This includes the in-
creasing rejection, by countries around the world and even U.S. citizens, of the 
U.S. free-market and free-speech approach, combined with the rise of concerns 
regarding the benefits of an unregulated digital marketplace. This leads democra-
cies to pursue the EU’s model instead of China’s, since the latter is oftentimes 
linked to censorship and constant surveillance. On the other hand, the set of val-
ues associated with the EU’s model—fundamental rights, democracy and fair-
ness—tend to be a bigger attraction for other democracies to align their digital 
economies with the European (Bradford, 2023: pp. 21-22). 

Furthermore, Brazil, like Europe, does not have a prominent tech industry, and 
both Brazilian and European tech companies fail to compete with the U.S. and 
China’s tech giants. Additionally, a significant portion of the Brazilian legal elite 
chooses to take post graduate courses in Europe and many Brazilian universities 
are still strongly influenced by European standards, which could also explain why 
Brazil tends to lead towards the European regulatory model when compared to 
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the U.S. and China.  
Under these circumstances, Brazil has become known for quickly transfering 

the EU’s regulatory discussions regarding the digital economy, as usually merely 
months after the introduction of the new regulation in Europe, the Brazilian Na-
tional Congress and Brazilian regulators start debating the need to adopt similar 
nationwide regulations too. Over the last few years, they have proposed several 
draft laws with very similar (but not identical, as will be demonstrated) content to 
the EU regulations on a wide variety of topics concerning the digital environment, 
including protection of data privacy, regulation of social media and content mod-
eration, regulation of digital markets from a competition perspective, and regula-
tion of AI systems. 

This paper will address some of these key examples in recent years of the Brus-
sels Effect in Brazil’s digital environment, thus discussing how the Brazilian regu-
lators were inspired by the European debates concerning the regulation of the dig-
ital economy. Yet, when it comes to regulating the internet, Brazil hasn’t always 
been inspired by the EU. In fact, Brazil can be considered as one of the protago-
nists in the early days of internet regulation. 

4. A Comparative Analysis: Recent Regulations Governing the  
Digital Environment 

4.1. Brazil as an Original Creator 

In the early days of internet regulation in Brazil, the country was mainly influ-
enced by the discussions that were taking place in the United States concerning 
the digital ecosystem. In the early 2000s, the internet’s popularization around the 
world led to the perception that its increased use by companies, governments, civil 
society organizations and a growing number of people posed new questions and 
challenges regarding the online protection of civil and political rights. In this con-
text, Brazilian society started to notice the importance of establishing minimum 
and essential conditions for the internet to remain based on the principle of free 
and open use and also to allow for continuous innovation, economic and political 
development and the emergence of a culturally vibrant society (CGI.br, 2014). 

For this reason, in 2009 an open and collaborative effort to build Brazil’s first 
internet legislation was launched through online discussion forums, so different 
stakeholders could share their opinions on the use of the internet in the country. 
Based on comments received from members of the public, companies, govern-
ment agencies, universities and organizations, a preliminary draft of the law was 
prepared and introduced to the National Congress in 2011, with the goal of defin-
ing principles, guarantees, rights and duties for the use of the internet in Brazil 
(Rezende & De Lima, 2015). In April 2014, the MCI was sanctioned, so the use of 
the internet in Brazil was now subject to legal principles and guarantees. 

The MCI was created to guarantee the right to exercise citizenship within digital 
media, as well as to ensure the rights to diversity and freedom of expression on 
the internet. The law’s fundamental aspects are the guarantee of freedom of 
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expression, the inviolability of privacy, and neutrality in the use of the internet. In 
this regard, besides providing for the foundations, principles and goals of the in-
ternet use in Brazil, the MCI also addresses the relationship between Internet Ser-
vice Providers (ISP) and Content Application Providers (CAP), covering issues 
such as net neutrality, protection of connectivity and access records, protection of 
personal data and private communications, and liability for damages arising from 
content generated by third parties. 

The legislation put Brazil at the forefront of debates on internet regulation 
around the world, leading the country to occupy a prominent position for its multi 
sectoral governance organization and for creating a regulatory framework that 
defines the key principles of a free and open internet, as well as the rules for pro-
tecting users (CGI.br, 2014). At the time of its sanctioning, MCI was recognized 
as an innovative legislation and an international benchmark, especially because 
the law was a pioneer in dealing with net neutrality, protection of privacy and 
personal data, and liability systems for content created in digital media (Senado 
Notícias, 2024b). 

Regarding net neutrality, it is a no discrimination principle that guarantees that 
all internet traffic will be treated equally. In other words, when managing data 
traffic, ISPs must provide equal treatment, which includes speed and access, to all 
data on the internet, regardless of content, user, platform, application or device 
(Kenton, 2023). While Brazil was not the first country to codify the net neutrality 
principle, MCI established that: 

Art. 09 The party responsible for the transmission, switching or routing has 
the duty to process, on an isonomic basis, any data packages, regardless of 
content, origin and destination, service, terminal or application (emphasis 
added). 

The discussions surrounding net neutrality started in the U.S. in the early 2000s, 
with the advent of broadband internet connections. The net neutrality principle 
comes from a demand mainly from U.S. tech companies, which want their content 
to traffic through all networks, so consumers can easily access the content that 
they want in all of the digital platforms, instead of allowing ISPs to freely discrim-
inate, block or throttle content for their own economic advantage. 

In order to promote net neutrality, the Federal Communications Commission 
(FCC), the U.S.’s telecommunications regulatory agency, adopted a policy state-
ment in 2005 claiming that “consumers are entitled to lawful internet content, 
applications, and services of their choice” (Linebaugh, 2022: p. 2). However, in 
2010, the U.S. Court of Appeals for the District of Columbia Circuit rejected the 
FCC’s effort to enforce this policy statement, which led the FCC to issue a new 
order to adopt binding rules on the open internet, which prohibited broadband 
internet access service providers from blocking or discriminating against lawful 
internet traffic, services, or devices. Yet, in 2014 the U.S. Court of Appeals for the 
District of Columbia Circuit once again rejected the FCC’s determination, and 
overturned the anti-discrimination and blocking rules (Linebaugh, 2022: p. 2). 
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Thus, by the time of MCI’s approval, the implementation of net neutrality in 
the U.S. was still highly controversial. It wasn’t until 2015, that is, after MCI was 
enacted, that the FCC adopted the Open Internet Order, which was upheld by the 
U.S. Court of Appeals for the District of Columbia Circuit. The Open Internet 
Order imposed three rules to foster net neutrality by prohibiting providers from: 

(i) “blocking” lawful content, applications, services, or non-harmful devices; 
(ii) “throttling” (i.e., impairing or degrading) lawful internet traffic on the 
basis of content, applications, services, or non-harmful devices; and (iii) en-
gaging in “paid prioritization”, defined as favoring some internet traffic over 
others in exchange for consideration. 

In Europe, the European Parliament, Commission and Council only agreed on 
the rules needed to guarantee an open internet in November of 2015, when the 
Regulation (EU) 2015/2120 was passed, laying down measures concerning open 
internet access4. Under the European rules, ISPs are prohibited from blocking or 
slowing down internet traffic, except in situations when it is necessary (Berec, 
2023). Thus, while it is undeniable that the Brussels Effect is present in the Brazil-
ian regulation of the digital environment, the EU was not always the first to create 
regulatory standards. 

Not only that, but through the MCI, Brazil was a pioneer in creating a brand 
new system of judicial civil liability for internet intermediaries. According to Ar-
ticle 18 of MCI, ISPs will not be held liable for damages that arise from content 
generated by third parties, while Article 19 provides that intermediary platforms, 
that is, digital platforms or application providers, “will only be liable if they fail to 
comply with a court order requesting the removal of certain content” (Affonso et 
al., 2017: p. 93). In this sense, Article 19 of MCI determines that: 

Art. 19. In order to ensure freedom of expression and prevent censorship, 
Internet application providers may only be held civilly liable for damage re-
sulting from content generated by third parties if, after specific judicial order, 
the provider fails to take action to make the content identified as offensive 
unavailable on its service by the stipulated deadline, subject to the technical 
limitations of its service and any legal provisions to the contrary. 

In this perspective, the MCI guarantees an immunity for CAPs, since they will 
not be held liable for user generated content even if they are notified by users and 
made aware of illegal content being shared in their platform. The MCI recognizes 
that the Judiciary branch has the authority to determine whether a content posted 
by a third party in a digital platform is illicit or not, consequently encouraging the 
claim to be brought before Brazilian courts (Affonso et al., 2017: p. 94). Thus, 

 

 

4European Parliament and Council. Regulation (EU) 2015/2120. Laying down measures concerning 
open internet access and retail charges for regulated intra-EU communications and amending Di-
rective 2002/22/EC and Regulation (EU) No 531/2012. Official Journal of the European Union, Lux-
embourg, 2015. Available at:  
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:02015R2120-20181220, Access on Nov. 26, 
2023. 
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judges have the competence to interpret the legislation and decide whether a con-
tent should be removed or not, and the intermediary platform does not have to 
make this assessment. This does not mean, however, that CAPs can’t establish 
their own requirements and rules for content removal after damage has been 
caused by content posted in their platforms or that has infringed their terms of 
use (Affonso et al., 2017: p. 93). 

One of the main criticisms about this provision regards the long time it takes 
for a lawsuit to be brought before the Judiciary and for a decision to be made, 
especially when compared to the quick speed that content travels nowadays, as a 
post can be shared and reposted in the internet in merely seconds (Affonso et al., 
2017: p. 95). Notwithstanding, the MCI defines two exceptions to its liability re-
gime. According to the law, in the event of copyright infringement or revenge 
porn material, the intermediary might be held liable, even if there is no court or-
der, as long as the platform is notified about the infringing content, but still does 
not remove it. 

Concerning revenge porn, Article 21 of the MCI establishes what is known as a 
“notice and takedown” system, according to which internet content providers will 
be held subsidiarily liable for the violation of privacy resulting from the disclosure, 
without the authorization of its participants, of images, videos or other materials 
containing scenes of nudity or sexual acts of a private nature when, after being 
notified by the participant or their legal representative, the platform fails to dili-
gently make the content unavailable, within the scope and technical limits of its 
service. 

Thus, Brazil innovated the regulation of the internet by determining that digital 
platforms can only be held liable if they do not follow a court order to remove 
illegal content from third parties that has been made available on the internet. 
Still, MCI’s civil liability regime has been compared to the U.S.’s framework con-
cerning intermediaries’ liability with respect to user-generated content, as many 
argue that the Brazilian approach is very similar to what has been set out in the 
U.S.’s Federal Communication Decency Act (CDA), from 1996. 

This is due to Section 230 of the CDA, which “provides limited federal immun-
ity to providers and users of interactive computer services” (Brannon et al., 2024: 
p. 2). This means that providers and users will not be held liable for information 
provided by other people, but they are not immune from information that they 
have authored or for activities unrelated to third-party content. At the time, the 
U.S. Congress’ aim was to “allow online services to moderate content on their 
platforms in good faith, removing harmful or illegal content while still providing 
a forum for free speech and a diversity of opinions” (Johnson et al., 2022). To this 
extent, Section 230 (c) of the CDA states that: 

(1) Treatment of publisher or speaker 
No provider or user of an interactive computer service shall be treated as the 
publisher or speaker of any information provided by another information 
content provider. 
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(2) Civil liability 
No provider or user of an interactive computer service shall be held liable on 
account of— 
(A) any action voluntarily taken in good faith to restrict access to or availa-
bility of material that the provider or user considers to be obscene, lewd, las-
civious, filthy, excessively violent, harassing, or otherwise objectionable, 
whether or not such material is constitutionally protected; or 
(B) any action taken to enable or make available to information content pro-
viders or others the technical means to restrict access to material described 
in paragraph (1). 

Yet, the CDA also establishes statutory exceptions for Section 230’s safe harbor, 
that is, situations that fall outside of its scope. According to the Act, nothing in 
Section 230 shall have effect on (i) federal criminal law, (ii) intellectual property 
law, (iii) any state law consistent with Section 230, (iv) privacy laws applicable to 
electronic communications, and (v) sex trafficking law (Brannon et al., 2024). 

Unlike Article 21 of the MCI, which refers to the exception of revenge porn, 
Section 230 of the CDA does not provide for a “notice and takedown” system, 
since it shields digital platform from liability by determining that they can freely 
moderate content, while only the users who create and post the defamatory con-
tent might be held liable. This guarantees a lower market entry barrier for digital 
platforms, as there is a low liability risk associated with hosting user generated 
content. In this sense, many believe that Section 230 has enabled the business 
models of the digital platforms we know today, contributing to the rise of tech-
nology giants that nowadays prevail in the digital public sphere (Rozenshtein, 
2024). 

The “notice and takedown” system, on the other hand, places a higher respon-
sibility on digital platforms, as they must remove content after receiving a notifi-
cation of infraction, in a timely manner (Londoño, 2021). Over the years, the “no-
tice and takedown” system has been criticized mainly by free speech organiza-
tions, who claim it will lead to an overly precautionary approach to content mod-
eration, suppressing innovation and speech online (Londoño, 2021). The claim is 
that a notice-based liability can result in platforms removing legitimate content, 
as they would be exposed to potential liability everytime they received a notice of 
infringing content, thus they would be encouraged to simply remove the content 
upon notification, whether it was defamatory or not. Hence, noticed-based liabil-
ity results in a chilling effect on the freedom of speech, caused by the fear of a 
possible future effect (Rozenshtein, 2024). 

In this context, the Brazilian liability system for intermediary platforms has 
been internationally praised by experts for favoring freedom of expression and 
access to information on the internet. Besides the risks associated with models 
that pressure internet intermediaries to promote the removal of content generated 
by third parties before a judicial assessment, some argue that the private nature of 
the intermediaries prevents them from acting impartially and legitimately in the 
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assessment of content removal, and can lead to economic interests prevailing to 
the detriment of freedom of expression and access to information for users. Thus, 
many believe that there are well-founded reasons for the Judiciary branch to ex-
amine and decide on the legality or illegality of certain content (Oliva, 2019). 

Therefore, Brazil was influenced by the U.S. liability model for digital platforms 
regarding user generated content, as both systems provide immunity for interme-
diaries, favoring freedom of expression. Yet, while in the U.S. platforms have “full” 
immunity, Brazil innovated this discussion by allowing the liability of intermedi-
aries only after the legitimacy of requests for content removal has been assessed 
by the Judiciary branch. 

Accordingly, in the early days of internet regulation, Brazil was recognized as a 
leading player in the fight for changes in internet governance, especially after host-
ing the NETMundial and being at the forefront for regulating the rights of citizens 
online (Agência Brasil, 2014). At the time of MCI’s approval, Sir Tim Berners-Lee, 
gave a statement in support of Brazil’s initiative, saying that “by passing this Bill, 
Brazil will cement its proud reputation as a world leader on democracy and social 
progress and will help to usher in a new era” (Web Foundation, 2014a). 

Therefore, it is clear that, in the past, Brazil was acknowledged for passing a 
legislation that managed to address a complex debate that other countries were 
not regulating yet, resulting in experts in the field to call “on other countries to 
follow Brazil’s lead and enshrine in law the rights of all to a free and open internet” 
(Web Foundation, 2014b). At the time, Brazil was primarily influenced by the U.S. 
approach for regulating the digital economy, as attested by the MCI’s rulings on 
net neutrality and liability for intermediary platforms. Thus, in the beginning of 
the internet’s rise, Brazil pursued the U.S. regulatory model, which is mainly char-
acterized by the importance of protecting the business models of internet compa-
nies and users’ free speech online. Yet, recently Brazil’s search for influence in 
regulating digital services has shifted from the U.S. to Europe, as showcased by 
the example of the LGPD, which was heavily influenced by the EU regulation. 

4.2. The GDPR in the EU and the LGPD in Brazil 

The prime example of the Brussels Effect across the world refers to the protection 
of data privacy. In 2016, the European Parliament passed the General Data Pro-
tection Regulation (GDPR) which became known as the “toughest privacy and 
security law in the world”5 (Wolford, 2023). Confirming the EU’s rights-driven 
regulatory model for the digital economy, one of the main reasons behind the 
GDPR is the protection of the fundamental right to information self-determina-
tion, which refers to individuals’ right to determine what information about them-
selves will be disclosed to others and the purposes for using such information 

 

 

5European Parliament and Council. Regulation (EU) 2016/679 of the European Parliament and of the 
Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal 
data and on the free movement of such data (General Data Protection Regulation). Official Journal of 
the European Union, Luxembourg, 2016. Available at:  
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679. Access on Nov. 1, 2024. 
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(Kocharyan, 2024). The GDPR quickly became the model for privacy compliance 
programs across the globe, with lots of countries adopting privacy rules similar to 
the European model. The U.S., however, has been an exception, as to this day the 
country does not have a general applicable federal law covering all industries and 
data (Bradford, 2020). 

In 2018, the preparations for GDPR’s entry into force mobilized companies, 
governments, civil society and members of the academia, since numerous prac-
tices had to be reviewed to adapt to the new European model, generating im-
portant extraterritorial impacts. The GDPR’s innovations, such as extended 
rights for personal data subjects and new responsibilities for companies, effec-
tively put the debate on personal data protection at the center of attention in 
Brazil (Affonso et al., 2020: p. 44), which was one of the first countries to pursue 
a regulation that faithfully emulates the European law, as part of the “de jure” 
Brussels Effect. The LGDP changed the regulatory discussions in Brazil, and the 
country was suddenly looking at the EU for inspiration on regulating the digital 
environment. 

In the same year, the Brazilian National Congress passed Law No 13,709/2018, 
also known as the General Data Protection Law (Lei Geral de Proteção de Dados—
LGPD, in Portuguese), which regulates the treatment of personal data in the coun-
try’s territory. Although Brazil’s regulatory framework, such as MCI, already pro-
vided for certain personal data protections, LGPD is the first national law specific 
on the subject (Affonso et al., 2020: p. 45), thus strengthening data subjects’ rights 
in the country. 

Although the EU can be credited for advancing the discussions about regulating 
the protection of personal data, other countries, including Latin American ones, 
already had nationwide data protection laws in effect even before the GDPR was 
proposed in the European Parliament. For instance, Argentina’s National Con-
gress introduced the country’s general personal data protection system in 2000, 
through Law No. 25,326/20006. The Law’s purpose is to comprehensively protect 
personal data kept in records, to guarantee the right to honor and privacy of indi-
viduals. Subsequently, Decree No. 1,558/2001 and Decree No. 1,160/2010 laid 
down additional rules for the implementation of the law. In 2003, Argentina was 
the first Latin American country to be recognized by the EU for having an “ade-
quate” level of data protection. Likewise, Colombia, Chile and Peru also had fed-
eral data protection legislations in place before 2013 (Baptista Luz, 2022).  

It is worth mentioning that, at the time, several Latin American countries were 
influenced by the European Union’s Directive 95/46/EC, on the protection of in-
dividuals with regard to the processing of personal data and on the free movement 

 

 

6ARGENTINA. Ley 25.326 (Protección de los Datos Personales). Disposiciones Generales. Principios 
generales relativos a la protección de datos. Derechos de los titulares de datos. Usuarios y responsables 
de archivos, registros y bancos de datos. Control. Sanciones. Acción de protección de los datos 
personales. Buenos Aires, Oct. 30, 2000. Available at:  
https://www.unterseccionalroca.org.ar/imagenes/documentos/leg/Ley%2025326%20(PROTEC-
CION%20DE%20LOS%20DATOS%20PERSONALES).pdf. Access on Oct. 07, 2024. 
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of such data7. Among others, the Directive seeked to harmonise the protection of 
fundamental rights and freedoms of people in respect of data processing activities 
and to ensure the free flow of personal data between Member States. In addition, 
Spain’s first data protection law, Organic Law 5/1992 (LORTAD), which regulated 
automated processing of personal data and defined the basic principles and rec-
ognised the legal protection of the constitutional right (GDPRHUB, 2024), also 
served as inspiration to Latin American countries. The cultural proximity between 
Spain and its former colonies and linguistic ease may also have facilitated the pro-
cess of creating personal data protection laws in Latin America. 

However, Brazil was not inspired by its neighboring countries and did not be-
come one of the first countries in the continent to ratify a national data protection 
law. Yet, for the reasons explained in the previous chapters, discussions in Brazil 
regarding the topic only started to gain more traction after the GDPR was ap-
proved. The first Brazilian Bill on personal data protection was submitted in 2012, 
by Representative Milton Monti (Bill No. 4060/2012), which provided for the pro-
cessing of personal data. At the time, the Representative’s main reasoning for the 
proposal was the need for a law on the subject in the face of increasing digitaliza-
tion of society. Although the proposal had some similarities with the Directive 
95/46/EC, the Bill made no direct references to the European Directive.  

The LGPD was heavily inspired by the GDPR, attested by the fact that at the 
time of its entry into force, companies that were already in compliance with the 
GDPR had “already done the bulk of the work necessary to comply with the 
LGPD” (Koch, 2023). For example, the GDPR and the LGPD share very similar 
goals and legal bases for defining personal data, broad definitions for personal 
data, and definitions for data subject rights (Koch, 2023), as well as are fairly con-
sistent regarding personal, material and territorial scope (Data Guidance by One 
Trust and Baptista Luz Advogados, 2024: p. 4). The differences and similarities 
between the LGPD and the GDPR have been a topic of academic and professional 
discussions countless times since the LGPD’s enactment. Thus, since the purpose 
of this paper is not to replicate these discussions, the comparison will focus on one 
specific aspect of the discussion, which refers to the appointment of the Data Pro-
tection Officer (DPO) in the regulations, since it illustrates how the Brussels Effect 
in Brazil has the characteristics of a transfer given the local adaptation of the legal 
instrument, and it should not be seen as a legal transplant.  

Both laws determine the appointment of a DPO, and although the GDPR 
doesn’t provide its definition, Brazil imported the idea of a DPO in the LGPD and 
introduced this concept in the country. Article 5, VIII, of the LGPD defines it as 
“person appointed by the controller and processor to act as a communication 
channel between the controller, the data subjects and the Brazilian Data Protec-
tion Authority (ANPD)”. 

 

 

7European Parliament and Council. Directive 95/46/EC of the European Parliament and of the Coun-
cil of 24 October 1995 on the protection of individuals with regard to the processing of personal data 
and on the free movement of such data. Official Journal of the European Union, Luxembourg, 1995. 
Available at: https://eur-lex.europa.eu/eli/dir/1995/46/oj/eng. Access on Feb. 9, 2025. 
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Under Article 37 of the GDPR, controllers and processors must designate a 
DPO in specific circumstances, which will depend on the “core processing activi-
ties which are defined as those essential to achieving the company’s goals” (Inter-
soft Consulting, 2024). Under the LGPD, only controllers must appoint a DPO, 
and no specific situations are set out. Thus, at first glance, all controllers need to 
assign one (Data Guidance by One Trust and Baptista Luz Advogados, 2024: p. 5), 
although, as per Article, §3, of the LGPD, ANPD can establish scenarios in which 
the need to indicate a DPO is waived, depending on the nature and size of the 
entity or the volume of data processing operations.8 

Even though the concepts of DPO are very similar in both laws, when it comes to 
the DPO’s attributed tasks, the LGPD didn’t exactly follow the GDPR’s footsteps. 
By analyzing the Table below (Table 1), which compares the duties that were as-
signed to the DPO, it is possible to conclude that the Brazilian regulator opted to 
assign less overall responsibilities to the DPO when compared to the European 
model. Not only that, but a careful reading shows that their duties are quite different. 

It is also important to note that the GDPR’s list isn’t exhaustive, as it provides 
for the minimum tasks to be followed by the DPO. Article 38(6) of the GDPR 
states that the DPO may fulfill other tasks and duties, and even hold other roles 
within the organization (Dpo Centre, 2023), as long as they do not result in a con-
flict of interests. As for the Brazilian scenario, the LGPD expresses that the DPO 
can perform other duties determined by the controller, and Article 41, §3, states 
that the national authority may establish complementary rules on the definition 
and attributions of the DPO. 

Hence, Brazilian regulators were clearly inspired by the GDPR to include the 
 
Table 1. DPO’s attributed tasks in the GDPR and in the LGPD. 

GDPR - Article 39 LGPD - Article 41, §2 

To inform and advise the controller or the processor and the employees 
who carry out processing of their obligations pursuant to this Regulation 

and to other Union or Member State data protection provisions; 

Accept complaints and communications from data 
subjects, provide clarifications and adopt actions; 

To monitor compliance with this Regulation, with other Union or  
Member State data protection provisions and with the policies of the  
controller or processor in relation to the protection of personal data,  

including the assignment of responsibilities, awareness-raising and training 
of staff involved in processing operations, and the related audits; 

Receive communications from the national author-
ity and take action; 

To provide advice where requested as regards the data protection impact 
assessment and monitor its performance pursuant to Article 35; 

Provide guidance to the organization’s employees 
and partners on the practices to be followed related to 

the protection of personal data; 

To cooperate with the supervisory authority; 
Perform other duties determined by the controller 

or established in complementary rules. 

To act as the contact point for the supervisory authority on issues relating 
to processing, including the prior consultation referred to in Article 36, and 

to consult, where appropriate, with regard to any other matter. 
 

 

 

8It should be noted that ANPD’s Resolution No. 2/2022 eases the obligation for controllers to appoint a DPO. The Resolution sets criteria for waiving 
the requirement of appointing a DPO, while maintaining the need for every controller to have a communication channel with the ANPD. 
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DPO in the LGPD, given that this character did not previously exist in the national 
regulatory framework. However, they did not transplant the notion of a DPO, 
once, despite the similar concepts, the legal roles and characteristics of the DPO 
did not arrive in Brazil in its pristine form, but instead were modified and adapted 
to the local circumstances, as showcased by the the different “nature and scope of 
their role and responsibilities” (Data Guidance by One Trust and Baptista Luz 
Advogados, 2024: p. 33). Although the structures of the DPO are very much alike 
in both laws, in detail there are important differences that demonstrate Brazil’s 
concern to adapt the idea to its context. 

In July 2024, ANPD approved Resolution No. 18/2024, which provides for the 
role of the DPO in Brazil, regulating Article 41, §3, of the LGPD. The new regula-
tion addresses the appointment, characteristics and work of the DPO, expanding 
the activities and attributions that had been established beforehand in the LGPD. 
For instance, while controllers must appoint a DPO, it is now optional for proces-
sors to do so, but it will be considered as good practice for sanctioning purposes. 

Concerning the DPO’s tasks, the regulation reinforced LGPD’s provisions and 
introduced complementary attributions of the DPO regarding (i) answering ANPD’s 
requests and (ii) providing guidance to the controller/processor in a series of ac-
tivities. Table 2 compares the DPO’s assigned tasks by the GDPR and ANPD’s 
Resolution No. 18/2024, illustrating the expansion of the Brazilian DPO’s duties 
in the new regulation. 

 
Table 2. DPO’s attributed tasks in the GDPR and in ANPD’s Resolution No. 18/2024. 

GDPR ANPD’s Resolution No. 18/2024 
Article 39 Article 15 

The DPO shall have at least the following tasks: 
• To inform and advise the controller or the processor and 

the employees who carry out processing of their obligations 
pursuant to this Regulation and to other Union or Member 
State data protection provisions; 

• To monitor compliance with this Regulation, with other 
Union or Member State data protection provisions and 
with the policies of the controller or processor in relation 
to the protection of personal data, including the assign-
ment of responsibilities, awareness-raising and training of 
staff involved in processing operations, and the related au-
dits; 

• To provide advice where requested as regards the data pro-
tection impact assessment and monitor its performance 
pursuant to Article 35; 

• To cooperate with the supervisory authority; 
• To act as the contact point for the supervisory authority on 

issues relating to processing, including the prior consulta-
tion referred to in Article 36, and to consult, where appro-
priate, with regard to any other matter. 

The DPO’s activities consist of: 
• Accept complaints and communications from data subjects, 

provide clarifications and adopt actions; 
• Receive communications from the national authority and take 

action; 
• Provide guidance to the organization’s employees and partners 

on the practices to be followed related to the protection of per-
sonal data; 

• Perform other duties determined by the controller or estab-
lished in complementary rules. 

 
Sole Paragraph. Upon receiving communications from the ANPD, 
the DPO must adopt the necessary measures to fulfill the request 
and provide the relevant information, which includes, among oth-
ers, the following measures: 
• Internally forward the demand to the competent departments; 
• Provide the necessary guidance and assistance to the control-

ler/processor; and 
• Expressly appoint the controller/processor’s representative be-

fore the ANPD for the purposes of acting in administrative 
proceedings, when this function is not performed by the DPO. 
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Continued 

  Article 16 

It is also the DPO’s responsibility to provide assistance and guid-
ance to the controller / processor in the preparation, definition and 
implementation, as appropriate, of the following: 
• Register and report security incidents; 
• Register personal data processing operations; 
• Personal Data Protection Impact Assessment; 
• Internal mechanisms for supervising and mitigating risks re-

lated to the processing of personal data; 
• Technical and administrative security measures to protect per-

sonal data from unauthorized access and accidental or unlaw-
ful destruction, loss, alteration, communication or any form of 
inappropriate or unlawful processing; 

• Internal processes and policies that ensure compliance with 
LGPD and ANPD’s regulations and guidelines; 

• Contractual instruments governing issues related to the pro-
cessing of personal data; 

• International data transfers; 
• Rules of good practice and governance and a privacy govern-

ance program; 
• Products and services that adopt design standards compatible 

with the principles set out in the LGPD, including privacy by 
default and the limitation of the collection of personal data to 
the minimum necessary to fulfill its purposes; and 

• Other activities and strategic decision-making regarding the 
processing of personal data. 

 
ANPD’s regulation aligns the work of the Brazilian DPO better with that of the 

European DPO. Now, similarly to the European DPO, the Brazilian DPO must 
also advise the controller on the data protection impact assessment and on the 
implementation of data protection regulations. Nonetheless, ANPD established 
even more attributions to the DPO than the GDPR, confirming, once again, that 
it is not copying the European legislation, but rather developed the original idea, 
providing greater legal and operational security for companies in Brazil. 

Furthermore, ANPD’s Resolution No. 18/2024 also addresses conflicts of inter-
est involving the DPO, which hadn’t been brought up by the LGPD. The Resolu-
tion defines “conflict of interest” as the “situation that may improperly compro-
mise, influence or affect the objectivity and technical judgment in the perfor-
mance of the DPO’s duties” (free translation). Besides, the Resolution explains the 
situations that might characterize a conflict of interest, which includes the accu-
mulation of the DPO’s role with other activities that involve making strategic de-
cisions about the processing of personal data by the controller.  

In 2023, the Court of Justice of the European Union (CJEU) issued a prelimi-
nary ruling following a request submitted by the German Federal Labour Court 
about the application of Article 38(6) of the GDPR, since a possible conflict of 
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interest was said to have arised9. The CJEU interpreted that a conflict of interest 
“may exist where a DPO is entrusted with other tasks or duties, which would result 
in him or her determining the objectives and methods of processing personal data 
on the part of the controller or its processor” (CJEU, 2023). In other words, “the 
DPO cannot be entrusted with performing tasks or duties which could impair the 
execution of the functions performed by the DPO” (CJEU, 2023). 

Thus, it is evident that there are many similarities between the CJEU’s ruling 
and ANPD’s Resolution regarding the situations in which a conflict of interest 
involving the DPO’s role might arise. The Brazilian regulator was inspired by the 
European case law, but went a step further by creating an entire section in its Res-
olution regarding conflicts of interest involving the DPO, in which it sets, among 
others, the possibility of sanctioning in the event of conflict of interest and the 
measures to be adopted by the controller or processor if a conflict of interest arises. 

Therefore, by determining that the processor might also appoint a DPO, ex-
panding the duties of the DPO, and defining the circumstances in which a conflict 
of interests exist, the Brazilian regulation has brought the DPO’s role much closer 
to the European DPO, as established by the GDPR and the CJEU’s decision. This 
proves how the European influence in the Brazilian data protection landscape is 
very significant and subtle at the same time. As mentioned above, when it comes 
to the DPO, Brazil isn’t transplanting the European regulation, but instead it is 
just transferring the concept and applying it locally. Yet, by bringing the DPO’s 
characteristics closer to the European model, ANPD shows how the influence is 
so profound that the Brazilian regulator is strongly impacted by the European dis-
cussion. 

4.3. The AI Act in the EU and AI Regulation in Brazil 

The European Parliament’s most recent step towards its digital strategy was 
adopting the Artificial Intelligence Act, in March 202410. A regulatory framework 
for AI was first proposed by the European Commission in April 2021, with the 
intention of making sure that the AI systems used in Europe are safe, transparent, 
traceable, non-discriminatory and environmentally friendly, in order to prevent 
harmful outcomes (European Parliament, 2023). By establishing “safety require-
ments that companies must meet before placing an AI product on the EU market”, 
(Pouget & Zuhdi, 2024) the EU aims to protect a series of fundamental rights, 
including the right to human dignity, non-discrimination, data protection, education, 

 

 

9Court of Justice of the European Union. C-453/21 X-FAB Dresden GmbH & Co. KG v FC. Decision 
from Feb. 09, 2023. Available at:  
https://curia.europa.eu/juris/document/document.jsf?text=&docid=258249&pageIn-
dex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=366992. Access on Oct. 09, 2024. 
10European Parliament and Council. Regulation (EU) 2024/1689 of the European Par-liament and of 
the Council of 13 June 2024 laying down harmonised rules on arti-ficial intelligence and amending 
Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 
and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intel-
ligence Act). Official Journal of the European Union, Luxembourg, 2024. Available at:  
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32024R1689. Access on Nov. 1, 2024. 
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and consumer protection (Van Bael & Bellis, 2024). 

Although the AI Act is known as “the first comprehensive regulation on AI by 
a major regulator anywhere” (EU AI ACT, 2024), the EU wasn’t the first digital 
market to set forth a regulation on AI. In October 2023, the U.S. government is-
sued Executive Order 14110 on “Safe, Secure, and Trustworthy Artificial Intelli-
gence”, which results from a government-wide effort to guide the responsible de-
velopment and deployment of AI and, according to the government, to ensure 
that “America leads the way in seizing the promise and managing the risks of AI” 
(The White House, 2023). Even though the Executive Order has been recognized 
as an important step towards AI regulation worldwide, experts claim that its prac-
tical results are limited and it has few remarkable legal impacts, especially given 
that it was designed to provide a set of recommendations and measures to foster 
innovation in AI. It does not contain a regulatory framework that addresses po-
tential conflicts created by the use of technology. In this sense, the Executive Or-
der is a clear advancement in the U.S.’s intention to expand its leadership abroad, 
and mirrors the country’s political ambition to be at the forefront of the race to 
regulate AI (Bassini, 2024). 

The Executive Order, as a presidential directive, is only binding to the addressed 
federal agencies and is not directly applied to the private sector. Thus, it aims to 
guide the federal government’s approach to AI governance by establishing eight 
policies and principles to be followed in order to promote the development of AI 
safely and responsibly, without details of specific regulations. However, much of 
the order still requires additional implementation through future legislative ac-
tions or regulations by the competent authorities (Casovan & Zweifel-Keegan, 
2023). 

Yet, the Executive Order’s limited enforceability reflects its intention to set 
broad guidelines and best practices to promote the government’s “comprehensive 
strategy for responsible innovation” (The White House, 2023). It aims to encour-
age voluntary compliance and industry-led standards, without imposing specific 
requirements (Petrosyan & Ataliotou, 2024), to foster AI innovation and compe-
tition, creating an environment for the U.S. to exploit AI’s full potential without 
hindering human rights and freedoms (Bassini, 2024). One could say that through 
Executive Order 14110, in conformity with its market-driven regulatory model, 
the U.S. is promoting technological progress with caution, as it is not regulating 
its tech companies too aggressively in fear of preventing innovation and weaken-
ing the U.S.’s battle for technology supremacy. 

The EU, on the other hand, takes a different approach to regulate AI. The AI 
Act is a comprehensive legal structure which aims to create a single regulatory 
framework for all member states, providing for obligations, prohibitions and en-
forcement mechanisms for AI systems to comply with. According to the Act’s Ar-
ticle 1, the regulation lays down: (a) harmonized rules for the placing on the mar-
ket, the putting into service and the use of AI systems in the EU; (b) prohibitions 
of certain AI practices; (c) specific requirements for high-risk AI systems and 
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obligations for operators of such systems; (d) harmonized transparency rules for 
AI systems intended to interact with natural persons, emotion recognition sys-
tems and biometric categorisation systems, and AI systems used to generate or 
manipulate image, audio or video content; and (e) rules on market monitoring 
and surveillance. 

In this regard, the AI Act reflects a risk-based approach, setting obligations for 
providers of AI systems depending on their risk level, which are classified in four 
different categories: unacceptable risks (which are considered as a threat to peo-
ple’s safety, livelihood and rights, and as such, will be banned), high risks (which 
negatively affect users’ safety, and are subject to specific requirements before they 
can be put on the market), limited risks (whose companies will have to comply 
with transparency requirements, which includes disclosing that the content was 
generated by AI), and minimal risks (which are largely left unregulated) (Euro-
pean Commission, 2024c). 

As per the EU’s official website for the AI Act, “like the GDPR, the EU AI Act 
could become a global standard, determining to what extent AI has a positive ra-
ther than negative effect on your life wherever you may be” (EU AI ACT, 2024). 
As such, to prove that the EU’s AI regulation is already making waves interna-
tionally, the website mentions Brazil’s Bill No 21/2020, which creates a legal 
framework for AI in the country (EU AI ACT, 2024).  

Bill No 21/2020 was first introduced in the House of Representatives in Febru-
ary 2020, that is, before the AI Act draft was presented by the European Commis-
sion, with the purpose of establishing foundations, principles and guidelines for 
the development and application of AI in Brazil. The first version of the Bill was 
very broad, providing for (i) the foundations for the use of AI in Brazil; (ii) the 
objectives to be achieved with the use of AI; (iii) the principles for the responsible 
use of AI; (iv) the rights of the interested parties in the use of the AI system; (v) 
the duties of the AI agents; and (vi) guidelines for the federative entities’ actions 
related to the use of AI. Yet, a new version of the Bill was submitted for apprecia-
tion in September 2021 by Representative Luiza Canziani, merely months after 
the AI regulation was proposed by the European Commission. 

In the Bill’s summary, Representative Luiza Canziani justifies the need for a 
new version of the regulation by stating that the original text needed to be im-
proved for the sake of greater clarity and legal certainty in the application of the 
future law. To do so, the main inspiration for the suggested changes came from 
the EU AI Act’s proposal, which was underway in the European Parliament and 
the European Council at the time. She then proposes the renewal of the successful 
partnership observed in the field of personal data protection, where the GDPR 
served as inspiration for the drafting of the LGPD. 

Therefore, with the European AI draft regulation in mind, she proposes the 
need to guarantee that any regulation of AI systems takes into account the actual 
risks and the context of their operation, among other fundamental aspects. Unlike 
the European approach, however, there were no proposed ex ante limitations on 
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types of AI (that is, absolute prohibitions), nor even ex ante specifications of what 
would be high-risk AI, leaving such definitions to future sectoral legislation, reg-
ulation or self-regulation, to be elaborated and implemented as the technology 
matures in Brazil and the more precise identification of the risks involved in each 
activity or application becomes available. In this sense, this Bill does not replicate 
the regulatory model provided by the AI Act, as it does not adopt the risk-based 
approach, nor does it establish the governance structures that are mandatory in 
the context of the AI Act. Thus, the European influence is weaker, reaching prin-
ciples and certain rights. This version of the Bill was approved by the House of 
Representatives in September 2021 (Agência Câmara Notícias, 2021), and is now 
awaiting approval from the Federal Senate. 

Yet, although Bill No 21/2020 was mentioned by the EU as proof of its global 
influence in AI regulation, this Bill isn’t the main legislative proposal aiming to 
regulate AI in Brazil. In fact, the media has recently reported that there are cur-
rently 46 Bills in the National Congress with similar purposes (Amorozo, 2024). 
Besides Bill No 21/2020, special attention has been given to Bill No 5,051/2019, 
which sets the principles for use of AI in Brazil, and Bill No 872/2021, which pro-
vides for the use of AI. Given the similarity between the three bills, they are now 
being processed jointly in the Federal Senate and in February 2022, the Senate’s 
chairman, with a view to drafting a legal text with the most advanced technicality, 
set up a Commission of Jurists to help prepare a draft substitute for these Bills. 

This Commission was made up of notorious jurists, who held several public 
hearings and discussions, and in May 2023 presented Bill No 2,338/2023, a draft 
law to regulate AI in Brazil, based on the Commission’s conclusions, that rules on 
the development, promotion, ethical and responsible use of AI based on the cen-
trality of the human person. The Bill’s structure is made up of principle-based 
rules and prescriptive rules that regulate the involved agents’ conducts by setting 
obligations and prohibitions. The current version of Bill No 2,338/2023, which 
was approved by the Federal Senate in December 2024, mentions in its first article 
that: 

“This law establishes general national rules for the responsible governance of 
artificial intelligence (AI) systems in Brazil, with the aim of protecting fun-
damental rights, stimulating responsible innovation and competitiveness and 
guaranteeing the implementation of safe and reliable systems, for the benefit 
of the human person, the democratic regime and social, scientific, techno-
logical and economic development.” (free translation) 

Inspired by the EU AI Act, Bill No 2,338/2023 adopts a risk-based approach 
that, unlike Representative Luiza Canziani’s proposition in Bill No 20/2021, pro-
poses ex ante limitations on certain types of AI and classifies the AI system based 
on different risk levels. As such, Bill No 2,338/2023 classifies AI risks into (i) ex-
cessive risks, whose development, implementation and use are forbidden, (ii) high 
risks, which are subject to stricter rules, and (iii) any level of risk, which are subject 
to specific governance measures. In other words, Bill No 2,338/2023 has added to 
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the Brazilian discussion of AI regulation one of the EU AI Act’s most striking 
features, which is the assignment of applications of AI into risk categories. 

The current version of the Bill determines the need for a preliminary assessment 
in order to determine the AI system’s level of risk before they are introduced on 
the market or used by the population. This assessment will be based on the criteria 
set out by the Bill and good practices, in accordance with the state of the art and 
technological development. From this perspective, the Bill defines the criteria of 
forbidden AI systems, which are considered as causing excessive risks, and lists 
the purposes and contexts of AI systems classified as high-risk. The list of pur-
poses and contexts of high-risk use of AI systems provided for in Bill No 
2,338/2023 is very similar to the AI Act’s list, also including management and op-
eration of critical infrastructures, educational and professional training, employ-
ment, management of workers and access to self-employment and administration 
of justice. 

Yet, there are differences within the risk-based approach proposed by the AI 
Act and Bill No. 2,338/2023. The AI Act also adopts a model of prior listing of AI 
systems that are considered as high-risk. Along these lines, Annex III of the AI 
Act defines that AI technology used in specific areas and services that have direct 
impacts on citizens’ lives will be classified as high-risk, which includes critical in-
frastructures, educational or vocational training, employment, management of 
workers and access to self-employment, law enforcement, and administration of 
justice and democratic processes.  

Thus, the AI Act defines the areas of use of AI systems that are defined as high-
risk, while Bill No 2,338/2023 does not use the same strategy, providing only the 
criteria to be used by the regulator and economic agents to classify the risk of AI 
systems. The European approach gives less freedom to classify systems between 
high and low risk within the same sector (e.g. biometrics), while the Brazilian 
model ensures that the likelihood and severity of adverse impacts on affected per-
sons or groups must be taken into account before defining an AI system as high-
risk. 

Moreover, unlike the AI Act, Bill No 2,338/2023 also presents a rights-based 
approach, by dedicating an entire chapter to the rights of people and groups af-
fected by AI systems. The Bill devotes specific rights to those affected by AI sys-
tems regardless of their risk level and other rights to people and groups who were 
affected by AI systems that produce relevant legal effects or are classified as high-
risk. 

In this sense, Bill No 2,338/2023 states that people and groups affected by AI 
systems regardless of their risk level have the rights to: (i) prior information re-
garding their interactions with AI systems, including the automated nature of the 
interaction, in an accessible, free and easy-to-understand manner, by using icons 
and symbols easily identified; (ii) privacy and the protection of personal data; (iii) 
human determination and participation; and (iv) non-discrimination that is un-
lawful and/or abusive and correction of direct, indirect, unlawful or abusive dis-
criminatory biases. 
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Therefore, it is clear that the Brazilian approach to regulate AI is in many ways 
in line with the European regulation, especially in comparison to the U.S.’s Exec-
utive Order 14110. In spite of that, through Bill No 2,338/2023, Brazil has not fully 
incorporated the AI Act model, attested by the differences regarding the risk-
based approach and the adoption of a rights-based model by the Brazilian legisla-
tor. To such a degree, in the same way as the other aforementioned examples, 
Brazil is transfering the European AI regulation, and not transplanting it. Brazil-
ian authorities have locally adapted the draft AI regulation based on rights and 
attentive to risks, taking into account the international scenarios, which facilitates 
dialogue between regulations from different countries and Brazil, reducing the ef-
fort for organizations to adapt to the Brazilian context (Coalizão Direitos Na Rede, 
2024). 

Bill No 2,338/2023 was approved by the Federal Senate in December of 2024 
and is currently awaiting approval from the House of Representatives, so by this 
moment, it is not possible to estimate when or whether it will come into effect. 
Nonetheless, the Brazilian National Congress seems eager to decide on the matter 
soon. The National Congress’ chairman, Senator Rodrigo Pacheco, has stated that 
AI regulation is one of the priorities for the legislative branch (Amorozo, 2024). 
Moreover, several stakeholders in the country, including parliamentarians, ex-
perts and representatives of civil society, have publicly defended the Bill’s approval 
(Senado Notícias, 2024a). 

5. Conclusion 

The examples of the Brazilian data protection law and the ongoing discussions 
surrounding AI regulation exemplify how Brazil is borrowing European regula-
tions, especially the ones that encompass new technological advances and the con-
stantly evolving internet environment. Yet, throughout this paper it was discussed 
that none of the Brazilian versions of the regulations (at their current state, con-
sidering that Bill No. 2,338/2023 is still being analyzed and its final text might 
change) are a true copy and paste to the European ones. That is because, once the 
legislation reaches Brazil, different aspects have been changed in some way to re-
flect the particular circumstances of Brazilian society. In this sense, it is plausible 
to say they are legal transfers, and not transplants, as explained by professors 
Frankenberg and Nicola. 

These legal transfers are gradual, as they can be more generic at first and be-
come more similar over time, as in the case of the convergence between the func-
tions of the Brazilian and European DPOs. At the same time, the transfers can be 
very similar at first, but diverge in the details, such as the absence of a predefined 
list of AI activities considered to be high-risk, distancing Brazil from the European 
model. Based on the presented Brazilian examples, local adaptation in the transfer 
of rules can occur at different times (during the drafting of the Bill of Law itself) 
and come from different agents (such as the ANPD expanding the functions of 
the DPO present in the LGPD). 
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Europe and the U.S. have always been recognized as the leaders in exporting 
legal knowledge to other countries, especially those located in the Global South. 
Even so, in the early days of internet governance, Brazil was considered one of the 
protagonists of the regulation of the digital ecosystem, as it was one of the first 
countries to approve a regulation on the use of the internet in the country. None-
theless, at the time Brazil was primarily influenced by regulatory discussions tak-
ing place in the U.S., as attested by the MCI’s rulings on net neutrality and liability 
for intermediary platforms. 

Somewhere along the lines, Brazil’s position shifted, as the country became 
more prominent to pursue the EU’s regulatory footsteps concerning the digital 
ecosystem. Author Anu Bradford explains that this was due to the phenomenon 
known as Brussels Effect, according to which the EU has become the world’s main 
exporter of norms given to the fact that it has the largest internal market and very 
strong regulatory institutions. When it comes to internet regulation, the EU’s 
rights-driven regulatory approach, which aims to protect the fundamental rights 
of its citizens, has also influenced other nations to follow the EU’s approach. 
Moreover, the EU knows the influence it holds around the world, especially in 
countries from the Global South, and is interested in becoming a global role model 
for regulating the digital economy. Seen as a source of authority, European regu-
latory discussions are being closely monitored by these countries. 

In the last few years, the case of privacy and personal data protection has be-
come known for being one of the most notable examples of the Brussels Effect 
around the world. Although Brazil’s LGPD was clearly inspired by the European 
model to protect personal data, set in the GDPR, a close analysis showcases subtle 
differences between the legislations, as explored in the example of the DPO. In 
this sense, although the structures of the regulations are very similar, in detail 
there are important distinctions that illustrate how Brazil wants to align itself with 
the European model (including for international trade purposes, as many compa-
nies who operate in Brazil were already in compliance with the LGPD before it 
was even sanctioned), at the same time that it is able to set cohesive standards 
considering the country’s reality. 

As for the regulation of AI, whose discussion is still underway in Brazil, with 
new regulation on the topic inspired by the European approach possibly being 
passed in the near future, the distinctions between the European model and the 
Brazilian one are not so subtle, further indicating that Brazil is distancing itself 
from the idea of legal transplants. By translating and applying legal information 
that originally came from Europe, Brazil modifies and adapts them to fit the coun-
try’s culture and context. 

The concept of legal transfer takes into consideration the political economy and 
social context of the regulation and jurisdiction in question, acknowledging it can 
work from Global South to Global North countries if we go beyond the failed law 
narrative. Although, by this moment, Brazil does not have the political strength 
to become an inspiration for Global North countries to solve their own legal prob-
lems, Brazil has shown that it can make coherent local adaptations that enhance 
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the debate. 
Therefore, while the European legislative influence is heavily present in the Bra-

zilian digital ecosystem, this paper showed that the European regulation isn’t im-
ported in a “copy and paste” manner (and neither should it be), as it is necessary 
to understand and take into consideration the realities of the national market. 
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