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Abstract 
Background: Osteoporosis is a serious health issue that can lead to severe clin-
ical diseases, involving fractures. The resulting fracture can be a major risk 
factor for disability or even death for the elderly. A well-timed diagnosis of 
osteoporosis disease can help identify and prevent such fractures and improve 
patient outcomes. Objective: The aim of this study is to explore a novel hybrid 
approach for the characterization of osteoporotic patients into different sub-
types, leading to enhanced classification of the condition. Methods: We ex-
amined a cohort of 10,000 patients based on nationwide chronic disease data 
in Germany, which included 1293 osteoporotic patients. We included various 
medical variables such as chronic kidney disease, cancer, stroke, hypertension, 
and diabetes. We deployed a hybrid approach that used HDBSCAN clustering 
to stratify patients into distinct subtypes. We constructed the predictive mod-
els for each subtype using seven different classification methods. Results: We 
identified seven distinct subtypes, each linked with different conditions such 
as cancer, cardiovascular diseases, and chronic obstructive pulmonary disease 
(COPD). Logistic Regression showed the highest subtype-level prediction per-
formance, reaching an accuracy score of 87.8% compared to other predictive 
models based on the original dataset without clustering. Unsupervised learn-
ing approach improved prediction using all classification methods, emphasiz-
ing the impact of deploying subtype analysis to complex data. Conclusion: 
This research revealed that deploying a hybrid methodology is important for 
the discovery of patient subtypes and for making predictions more precise. 
The choice of the methods in this research was critical in ensuring robust pre-
diction performance. The predictive model is vital for finding patients at high 
risk for osteoporosis disease and enabling early intervention and prevention 
strategies. This approach holds potential for the study of other complex clini-
cal diseases using any data source. 
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1. Introduction 

Osteoporosis is one of the major public health issues worldwide, which can lead 
to significant medical consequences, including fractures [1]. Osteoporosis is de-
fined as a systemic metabolic bone disorder, characterized by reduced bone 
strength and the deterioration of bone tissue [2]-[4]. Lots of older adults (aged 
above 50 years old) are undiagnosed with osteoporosis in its initial stages until the 
incidence of fractures, which is the most serious complication of osteoporosis [1]. 
Several common factors are associated with osteoporosis, such as hormone im-
balance, the usage of specific medications, smoking, lack of physical activity, cal-
cium and vitamin D deficiency, race, gastrointestinal diseases, rheumatoid arthri-
tis, kidney diseases, and family history of osteoporosis [5]-[7]. 

Osteoporosis affects around 500 million older adults globally [8]. According to 
a World Health Organization (WHO) report, as a consequence of high disability 
and death rates caused by osteoporosis, high treatment expenses, and the low 
quality of patients’ lives, it has emerged as the second most serious health concern 
after cardiovascular disorders worldwide [9]. The consequences of osteoporosis 
are commonly serious and frequently result in needing continuous medical care 
at the hospital [10]. It was expected that half of patients with osteoporosis are at 
high risk of different types of fractures [11]. Hip fracture is associated with an 
increased risk of mortality, with approximately 25% of patients dying within one 
year [12]. Osteoporotic fractures not only affect the quality of patients’ lives but 
also have a major economic load on the health systems [13]. Without preventative 
procedures, osteoporosis-related fractures are likely to increase significantly. A 
recent study stated that the expected annual costs of osteoporosis and related frac-
tures in the US are around $25 billion [8].  

Therefore, further exploration is vital to discover a complete set of risk factors 
related to osteoporosis, as identifying the comorbidities of the condition in early 
stages before the presence of fractures and referring cases to specialized medical 
care provides more chances for a better diagnosis and treatment of the disease and 
saves medical expenses in surgeries and hospitalization [8]. However, the com-
plexity of interactions between the comorbidities makes it challenging to accu-
rately predict patients at high risk of osteoporosis using traditional statistical 
methods [14]. Furthermore, the rapid expansion of clinical datasets enables the 
study and prediction of disease patterns. Nevertheless, the representation of clin-
ical datasets is complicated, leading to high-dimensional data. High-dimensional 
data increases the time and storage needed for performing experiments. 

Recent advances in machine learning methods offer bright chances to improve 
risk prediction [14]. Machine learning techniques can handle high-dimensional 
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data and pick up on complex relationships between factors. This makes them use-
ful for creating new ways to look at large amounts of data based on the idea of 
dimensionality reduction. Machine learning could also help us understand data 
better when it comes to multifactorial diseases. Machine learning has shown po-
tential in several medical applications, including disorder diagnosis, treatment, 
and patient stratification [14]. 

In the present paper, we aim to develop a predictive model for predicting oste-
oporosis using a complete set of chronic disease data. We expect this model to 
serve as a reference for the implementation and integration of machine learning 
methods in osteoporosis health management. Our model combines unsupervised 
learning to find possible subtypes of patients and supervised learning to help pre-
dict clinical outcomes based on these subtypes. We have proposed a novel meth-
odology that has achieved better results than classifiers alone by incorporating 
unsupervised learning—HDBSCAN clustering. 

The rest of this paper follows this structure. In Section 2, related work will be 
discussed. Section 3 details the materials and methods, as well as the set of exper-
iments undertaken. Section 4 presents the results, and the remainder of 5 discusses 
the implications of the findings. Finally, Section 6 concludes the paper and sug-
gests directions for future research. 

2. Related Work 

Deploying various learning methods to uncover patterns and associations has gar-
nered significant attention [15]. In this section, we briefly discuss the previous 
work that has exploited learning algorithms for the prediction of osteoporosis risk, 
which will help in assembling the proposed approach. In recent years, researchers 
have implemented several machine-learning approaches to improve osteoporosis 
prediction using clinical and demographic data. Several conventional machine 
learning methods, such as random forests, decision trees, and logistic regression, 
have shown reasonable achievement in classifying patients at high risk. 

Khanna et al. [16] presented a decision support system that combined a ma-
chine learning framework and artificial intelligence for the prediction of osteopo-
rosis. They presented a hybrid methodology that combines a feature selection ap-
proach with classification methods to enhance the identification of patients at 
high risk of osteoporosis. By deploying such a methodology, they achieved signif-
icant results. Furthermore, authors in [17] presented a predictive models using a 
multiple regression algorithm to predict bone mineral density tests using different 
features. They compared their results with the standard method - quantitative 
computed tomography (QCT) and their model demonstrated similar results to 
QCT. They then deployed a Logistic regression algorithm to predict osteoporosis. 
They achieved reasonable accuracy by using their proposed methodology. More-
over, Huang et al. [18] deployed a number of algorithms for feature selection and 
classification methods. They employed Mann-Whitney U test and the least abso-
lute shrinkage and selection operator (LASSO) method to assess variables, then 
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deployed six machine learning algorithms for osteoporosis prediction. Their re-
sults indicated that the proposed methods enhanced the performance of machine 
learning techniques used to uncover the most suitable set of features. 

Recently, various deep learning algorithms have been deployed to predict oste-
oporosis owing to their ability to construct accurate models from complex hidden 
interactions. Latest clinical research have built predictive models using algorithms 
such as Long Short-Term Memory Networks (LSTMs) and Deep Neural Net-
works. Such algorithms not only make accurate models but also they identify as-
sociations and relationships that might be missed using conventional machine-
learning techniques.  

Authors in [19] demonstrated the implementation of a novel DNN predictive 
model. Their model achieved an accuracy score of 75.4% and an area under the 
curve (AUC) of 0.848. They compared their model performance with several ma-
chine learning classifiers, Random Forest, Artificial Neural Network, K-Nearest 
Neighbor, and Support Vector Machine, in addition to a conventional regression 
model, named osteoporosis self-assessment tool (OST). Their model proved to be 
more efficient for timely diagnosis of osteoporosis in older people. Lin et al. [20] 
tackled the problem of osteoporosis diagnosis by developing predictive methods, 
i.e., Artificial Neural Network, Random Forest, and Support Vector Machine and 
Logistic Regression. Genetic algorithm was used to adopt the suitable variables for 
predictive models. To assess the findings, they conducted Leave-One-Out Cross 
Validation. They stated that deploying Logistic Regression offers better results 
than other techniques used. A drawback of this study is that the size of the data is 
quite small; hence, the proposed model has to be tested using larger datasets. 

The use of ensemble algorithms to improve osteoporosis prediction perfor-
mance is also widespread. Methods such as boosting and stacking integrate several 
predictive models to decrease variance and bias. In [21], the authors used a mixed 
ensemble learning method that combined XGBoost and bagging to predict osteo-
porosis based on a number of risk factors, such as medical conditions and way of 
life. The results of the proposed methods achieved an accuracy of 88%, indicating 
their efficiency in classifying individuals at high risk. A major limitation of this 
work is that the sample size is quite small, which may restrict the robustness of 
the proposed methods across larger datasets. In the same way, authors in [14] 
suggested a number of different predictive models for finding osteoporosis early 
on using chronic disease datasets and variables related to those diseases. The 
Stacker model, which is made up of several classifiers such as logistic regression, 
AdaBoost classifier, and gradient boosting classifier, did the best of the predictive 
models. 

Researchers have examined the use of unsupervised learning techniques to rec-
ognize potential patient subtypes, and supervised learning techniques to predict 
osteoporosis disease. Medical research has broadly deployed clustering techniques 
to group patients based on their characteristics. Although osteoporosis-based 
studies have not explored the use of such techniques, other clinical research fields 
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offer bright examples. The authors in [22] introduced a novel approach that com-
bined consensus clustering with nearest-neighbor classification. They identified 
several distinct subtypes, which were then used to forecast various medical out-
comes and enhance the accuracy of disease predictions. These novel methods 
demonstrated the potential for improving precision medicine by integrating un-
supervised learning with supervised learning. In addition, authors [23] deployed 
machine learning methods to identify the likelihood of survival of heart failure 
patients. They proposed a combined approach that used supervised and unsuper-
vised learning techniques. Unsupervised learning methods, namely Random For-
est, XGBoost, and Decision Tree, were applied to group patients based on their 
clinical characteristics, where supervised learning methods were deployed for the 
prediction of the condition. Their results achieved high accuracy in prediction. 
Their findings emphasized the usefulness of using hybrid methods to enhance 
performance and predict heart failure. 

These studies suggested that the integration of supervised learning and unsu-
pervised learning algorithms could be valuable for predicting osteoporosis. This 
study extends the previous significant works by performing a hybrid methodology 
to explore the performance of a great number of unsupervised learning algorithms 
to find patient subtypes and supervised learning algorithms to predict the condi-
tion based on such subtypes. By leveraging the robustness of the methodology, the 
present work aims to enhance predictive accuracy and offer meaningful insights 
for personalized healthcare.  

3. Methods and Materials 
3.1. Study Population 

The aim of this work was to apply a predictive model for osteoporosis risk among 
elderly patients. In this research, the dataset used is based on the German nation-
wide chronic disease data, which is all open-source and can be accessed from 
Dryad [24]. We obtained the data from 10,000 patients who had complete records. 
This cohort comprised an older population aged 65 years and above. These pa-
tients were associated with 10 different chronic diseases: hypertension, lipid me-
tabolism, diabetes, coronary heart disease (CHD), cancer, chronic obstructive pul-
monary disease (COPD), heart failure, stroke, chronic kidney disease, and osteo-
porosis. This data offers comprehensive information on attributes associated with 
osteoporosis development. 

3.2. Data Preparation 

The training and testing data were randomly split into 70% and 30% respectively. 
The proposed supervised learning methods will initially train the models using 
the training data to predict osteoporosis and afterward, they test the prediction 
based on the test data. There is always a class imbalance of data distribution which 
leads to a biasness towards the majority class. To address this concern, Synthetic 
Minority Oversampling Technique (SMOTE) was applied. This approach in-
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volved replicating the minority class samples to balance the dataset, to reduce 
overfitting, training time, and enhance the proposed model accuracy.  

3.3. Model Development and Validation 

The proposed predictive model uses a hybrid method, combining unsupervised 
and supervised learning methods to improve osteoporosis prediction. We em-
ployed seven different machine learning methods to build predictive models. 
These methods are random forest, extra trees, gradient boosting, AdaBoost, 
XGBoost, LightGBM, and logistic regression. The initial step involves evaluating 
the use of these methods without implementing unsupervised learning to compare 
the results with our proposed model. 

We developed the proposed model in two steps. In the first step, we performed 
principal component analysis (PCA) on the original data. We can find the most 
important principal components and, by extension, the number of dimensions in 
the data by looking at the PCA results in the form of scree plots. This transfor-
mation phase now represents each patient in a low-dimensional vector space, fa-
cilitating clustering and visualization. Patients were then clustered into subtypes. 
Then, we applied Hierarchical Density-Based Spatial Clustering of Applications 
with Noise (HDBSCAN) for identifying distinct subtypes. HDBSCAN is a com-
plicated clustering algorithm that implemented to find subtypes of patients with 
varying densities and be more robust to parameter selection. Unlike other simple 
clustering algorithms, HDBSCAN allows for flexible cluster determination in 
complex datasets without the need for a prespecified number of clusters. HDB-
SCAN is a suitable clustering algorithm at finding distinct subtypes within various 
populations. This provides us with information about different subtypes of oste-
oporotic patients who might have different indicators and therefore, they might 
need different types of treatment.  

The second step used such subtypes to construct predictive models. We de-
ployed the same set of classification algorithms on each subtype for prediction. By 
training the model of each subtype independently, the proposed methodology 
capture different variables within each subtype, and therefore improve predic-
tions.  

This biphasic approach not only improves the performance accuracy of the pre-
dictive models, but also supports disease stratification and characterization, which 
helps doctors to dealing with patients based on their subtype. Integrating HDB-
SCAN with advanced classifiers emphasizes the potential of this methodology for 
clinical decision-making. A number of performance metrics were used to evaluate 
the performance of the proposed models, namely, accuracy, precision, recall, and 
F1-score. 

3.4. Implementation and Computational Setup 

This work was performed using Jupyter Notebook (Anaconda3) with Python (ver-
sion 3.9) running on a MacBook Pro with macOS Big Sur (version 11.7.10), 
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equipped with 16 GB of RAM and an Intel® Core™ i9 CPU @ 2.3 GHz. The follow-
ing Python packages were used: 
• Imbalanced-learn (version 0.12.3): Used for implementing SMOTE tech-

nique. 
• XGBoost (version 2.1.2): Implemented for the XGBoost classifier. 
• Lightgbm (version 4.5.0): Used to implement the LightGBM classifier. 
• Scikit-learn (version 1.4.2): Used for implementing other classifiers, PCA, 

evaluation metrics, and data splitting. 

4. Results 

This study utilized an open-source healthcare dataset from the Disease Analyzer 
database (IMS HEALTH) to assess the risk of osteoporosis among elderly patients 
in general practices, resulting in a cohort of 10,000 patients. 8707 (87%) of these 
patients have a diagnosis of osteoporosis, while 1293 (13%) do not. A total of 11 
osteoporosis-relevant characteristics were considered. Table 1 outlines the char-
acteristics distribution. To perform the experiments, the dataset was randomly 
partitioned: 70% (n = 7000) as the training set and 30% (n = 3000) as the testing 
set. We listed all evaluation metrics in percentage form, which included accuracy, 
precision, recall, and F1-score. 
 
Table 1. Baseline characteristics of the dataset. 

Characteristics 
Overall  

(n = 10,000) 
Osteoporotic  

(n = 8707) 
Non-osteoporotic 

(n = 1293) 

Male gender (%) 41.8 13.1 46.1 

Age (mean) 76.9 79.5 76.5 

Hypertension (%) 67.1 78.5 65.4 

CHD (%) 25.7 33.8 24.5 

Lipid_disorder (%) 41.2 51.0 39.7 

Stroke (%) 6.3 8.3 6.0 

Heart_failure (%) 15.7 25.2 14.3 

Cancer (%) 17.1 22.3 16.4 

Diabetes (%) 31.4 32.8 31.2 

COPD (%) 12.9 20.6 11.7 

Osteoporosis (%) 12.9 100.0 0.0 

Chronic kidney  
disease (%) 

13.0 17.2 12.4 

 
Initially, we assessed and compared the performance of seven different classifi-

ers without applying unsupervised learning algorithms. Table 2 illustrates the in-
itial prediction performances of these algorithms. It is observed that the 
LightGBM classifier obtained the best performance, 82.3%, 82.3%, 82.3%, and 
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82.3% for accuracy, precision, recall, and F-score, respectively. On the other hand, 
logistic regression demonstrated the lowest accuracy score of 65%. 
 
Table 2. Performance of using classification methods only. 

Classifiers Accuracy Precision Recall F1-score 

Random Forest 79% 76% 79% 77% 

Extra Trees 80% 78% 80% 79% 

Gradient Boosting 73% 71% 73% 69% 

Ada Boost 68% 68% 68% 62% 

XGBoost 81% 79% 81% 80% 

LightGBM 82% 82% 82% 82% 

Logistic Regression 65% 68% 65% 59% 

 
To demonstrate the importance of osteoporosis subtyping, we combined unsu-

pervised and supervised learning algorithms. Firstly, PCA was performed to facil-
itate the data visualization. Patients with similar diagnoses are placed together. 
Figure 1 shows the cumulative variance of the first ten principal components at-
tained, as well as the data projected onto the first two components. After applying 
the transformation, each patient could now be thought of as being represented in 
a low-dimensional vector. This makes the clustering process faster and easier to 
understand. We then deployed the PCA matrix using the HDBSCAN clustering 
technique. 
 

 
Figure 1. A low-dimensional representation of osteoporosis data using PCA. (a) The cumulative variance of principal components 
obtained. (b) The data projected onto the first two principal components. 

 
The HDBSCAN was used for representation of same training set patients from 

the first experiment. The HDBSCAN parameters were examined and assessed by 
Silhouette coefficient measure. The HDBSCAN algorithm yielded seven distinct 
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subtypes. Clustering and distribution of patients in the subtypes are shown in Fig-
ure 2. Table 3 illustrates the descriptive statistics of the biomarkers for these seven 
subtypes. We identified that patients in subtype 1 were more associated with 
stroke (100%) and lipid disorder (88%). Patients in subtype 2 showed a higher 
association with COPD (100%). Heart failure (100%) and lipid disorder (49%) 
were the most common conditions associated with subtype 3. Patients in this sub-
type were mostly women (71%). Patients in subtype 4 did not show a significant 
association to any disease. Patients in subtype 5 were often diagnosed with cancer 
(100%). Patients in subtype 6 showed notable associations with chronic kidney 
disease (100%), lipid disorder (56%), and diabetes (54%). Patients in subtype 7 
were enrich with various diseases related to chronic kidney disease (100%), heart 
failure (100%), lipid disorder (76%), CHD (73%) and diabetes (73%). All subtypes 
showed enrichment with hypertension ranging between 57% - 99%.  
 

 
Figure 2. The HDBSCAN cluster analysis is based on the PCA matrix. 
 

Following the preliminary assessment, we designated these subtypes for de-
tailed refinement. We built predictive models for each subtype using the same set 
of classifiers deployed earlier. Then, we used core points to connect each point 
(patient) in the test set to its corresponding subtype and put it in the subtype of 
the core point that is closest to it by epsilon (eps). We identified 810 patients 
(8.1%) as outliers and did not assign them to any subtype. Table 4 displays the 
distribution of the training set and test set across subtypes. We used the predica-
tive model of the assigned subtype to test the patient. Tables 5-11 illustrated the 
performance of the selected classification algorithms deployed to various sub-
types. 
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Table 3. Subtype-wise distribution of characteristics. 

Characteristics 
Subtype 1  
(n = 566) 

Subtype 2  
(n = 839) 

Subtype 3  
(n = 612) 

Subtype 4  
(n = 5596) 

Subtype 5  
(n = 929) 

Subtype 6  
(n = 464) 

Subtype 7  
(n = 184) 

Male gender (%) 49.1 45.7 28.9 39.1 48.7 42.0 30.4 

Age (maen) 78.9 75.7 80.5 75.9 76.4 77.4 80.0 

Hypertension (%) 88.0 77.0 86.0 57.5 70.6 91.2 99.5 

CHD (%) 40.5 33.7 41.5 15.7 23.0 27.4 72.8 

Lipid disorder (%) 56.5 50.3 48.7 33.5 43.3 56.5 76.1 

Stroke (%) 100.0 0.0 0.0 0.0 0.0 0.0 0.0 

Heart failure (%) 24.7 16.9 100.0 0.0 0.0 0.0 100.0 

Cancer (%) 20.7 15.5 8.0 0.0 100.0 6.3 1.6 

Diabetes (%) 43.3 32.9 33.3 23.9 29.5 53.9 72.8 

COPD (%) 12.4 100.0 0.0 0.0 0.0 0.0 0.0 

Osteoporosis (%) 15.6 19.4 19.6 9.6 14.2 12.5 22.8 

Chronic kidney  
disease (%) 

21.7 3.8 0.0 0.0 0.0 100.0 100.0 

 
Table 4. Distribution of training and test sets across subtypes. 

Subtypes Number of training set (%) Training set split Number of test set (%) Test set split 

Subtype 1 400 (6.2%) 70.7% 166 (6%) 29.3% 

Subtype 2 586 (9.1%) 69.8% 253 (9.2%) 30.2% 

Subtype 3 420 (6.5%) 68.6% 192 (7%) 31.4% 

Subtype 4 3889 (60.5%) 69.5% 1706 (61.8%) 30.5% 

Subtype 5 677 (10.5%) 72.9% 252 (9.1%) 27.1% 

Subtype 6 327 (5.1%) 70.5% 137 (5%) 29.5% 

Subtype 7 130 (2%) 70.7% 54 (2%) 29.3% 

 
Table 5. Performance of using clustering along with Random forest classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 88.0% 93.8% 88.0% 90.5% 

Subtype 2 85.0% 91.5% 85.0% 88.1% 

Subtype 3 82.8% 92.3% 82.8% 87.3% 

Subtype 4 84.1% 88.1% 84.1% 86.0% 

Subtype 5 86.1% 90.0% 86.1% 87.8% 

Subtype 6 80.3% 84.2% 80.3% 82.1% 

Subtype 7 87.0% 94.8% 87.0% 90.3% 

Weighted average 84.4% 89.2% 84.4% 86.6% 
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Table 6. Performance of using clustering along with Extra tree classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 84.9% 88.2% 84.9% 86.5% 

Subtype 2 85.4% 92.3% 85.4% 88.6% 

Subtype 3 80.7% 85.6% 80.7% 83.0% 

Subtype 4 83.7% 86.5% 83.7% 85.0% 

Subtype 5 85.7% 89.3% 85.7% 87.3% 

Subtype 6 78.8% 79.3% 78.8% 79.1% 

Subtype 7 85.2% 87.6% 85.2% 86.3% 

Weighted average 83.7% 87.0% 83.7% 85.2% 

 
Table 7. Performance of using clustering along with Gradient Boosting classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 88.6% 98.2% 88.6% 92.9% 

Subtype 2 88.9% 98.5% 88.9% 93.1% 

Subtype 3 85.9% 97.3% 85.9% 91.1% 

Subtype 4 87.9% 97.3% 87.9% 92.1% 

Subtype 5 88.1% 93.6% 88.1% 90.4% 

Subtype 6 85.4% 93.8% 85.4% 88.9% 

Subtype 7 77.8% 77.8% 77.8% 77.8% 

Weighted average 87.6% 96.6% 87.6% 91.6% 

 
Table 8. Performance of using clustering along with AdaBoost classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 88.6% 100.0% 88.6% 93.9% 

Subtype 2 88.9% 97.4% 88.9% 92.6% 

Subtype 3 85.9% 98.9% 85.9% 92.0% 

Subtype 4 87.9% 97.3% 87.9% 92.1% 

Subtype 5 87.7% 96.8% 87.7% 91.8% 

Subtype 6 85.4% 97.8% 85.4% 90.9% 

Subtype 7 79.6% 84.7% 79.6% 82.1% 

Weighted average 87.6% 97.3% 87.6% 92.0% 

 
Noteworthy observations show that the use of HDBSCAN clustering had the 

best results with the learning classifiers in all cases compared to using classifiers 
only. The results showed that logistic regression was the best classifier. It got av-
erage weighted scores of 87.8% for accuracy, 98.6% for precision, 87.8% for recall, 
and 92.7% for F1-score. This model had a high precision and F1-score, which 
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meant it could correctly classify positive cases and find a balance between preci-
sion and recall. Gradient Boosting and AdaBoost, based on subtypes classification, 
also had superior performances, with accuracies of 87.6%. As shown in Figure 3, 
we compare the results of the models using classification methods only and de-
ploying clustering along with the classifiers. 

 
Table 9. Performance of using clustering along with XGBoost classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 86.7% 90.3% 86.7% 88.3% 

Subtype 2 83.4% 86.7% 83.4% 84.9% 

Subtype 3 83.9% 91.7% 83.9% 87.4% 

Subtype 4 86.3% 92.1% 86.3% 88.9% 

Subtype 5 84.1% 87.2% 84.1% 85.5% 

Subtype 6 83.9% 86.7% 83.9% 85.2% 

Subtype 7 83.3% 82.5% 83.3% 82.9% 

Weighted average 85.5% 90.5% 85.5% 87.8% 

 
Table 10. Performance of using clustering along with LightGBM classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 88.6% 93.6% 88.6% 90.7% 

Subtype 2 85.4% 90.4% 85.4% 87.7% 

Subtype 3 84.9% 95.1% 84.9% 89.6% 

Subtype 4 87.5% 94.8% 87.5% 90.7% 

Subtype 5 84.9% 88.6% 84.9% 86.6% 

Subtype 6 83.2% 89.6% 83.2% 86.0% 

Subtype 7 81.5% 79.8% 81.5% 80.5% 

Weighted average 86.6% 93.2% 86.6% 89.5% 

 
Table 11. Performance of using clustering along with Logistic Regression classifier. 

Subtypes Accuracy Precision Recall F1-score 

Subtype 1 88.6% 100.0% 88.6% 93.9% 

Subtype 2 88.9% 99.6% 88.9% 93.8% 

Subtype 3 86.5% 100.0% 86.5% 92.7% 

Subtype 4 88.1% 98.2% 88.1% 92.6% 

Subtype 5 87.3% 98.3% 87.3% 92.5% 

Subtype 6 85.4% 100.0% 85.4% 92.1% 

Subtype 7 85.2% 96.1% 85.2% 90.3% 

Weighted average 87.8% 98.6% 87.8% 92.7% 
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Figure 3. Evaluation of the classification accuracy for all predictive models. 

5. Discussion  

Osteoporosis is a public condition marked by decreased bone density, which likely 
increases fracture risk. While indicators usually remain unobserved until a frac-
ture occurs, the need for early diagnosis and prevention becomes essential. Ad-
verse outcomes, increased mortality, and high healthcare expenses are associated 
with osteoporosis-related fractures, particularly hip fractures. This renders pre-
dicting osteoporosis vital, not only for ensuring better medical management but 
also for dealing with public health and economic challenges. 

As a result, predicting osteoporosis early can pave the way for timely interven-
tions that can help slow or even reverse bone loss. This approach effectively lowers 
the risk of various fractures, enhances the quality of life for older adults, promotes 
greater independence, and lowers healthcare costs. Strategies, including lifestyle 
adjustments and clinical treatments are considerably more effective when osteo-
porosis is recognized in its initial phases. 

There is a lot of interest in applying machine learning and data mining tech-
niques for discovering patterns and correlations [15]. Numerous studies have ex-
plored the prediction of osteoporosis, utilizing a variety of machine learning tech-
niques. Most of the existing studies rely mainly on bone density scans. However, 
these assessments only take place when symptoms manifest, potentially delaying 
early intervention. 

In various real-world situations, obtaining detailed clinical datasets can be chal-
lenging. Therefore, the first step in developing an effective predictive model for 
osteoporosis is to select an appropriate and up-to-date dataset. The dataset should 
include both positive (osteoporosis) and negative (non-osteoporosis) cases to re-
flect the types of cases the model will encounter in real-world applications. In this 
research, we used the nationwide chronic disease dataset from Germany, which is 
recent, well-structured, and free from extreme noise, making it appropriate for 
reliable analysis. 
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The findings of this paper emphasize the potential of combining unsupervised 
and supervised machine learning techniques to enhance osteoporosis prediction 
and offer useful characterizations of patients. This new method builds on earlier 
work by showing how important it is to use clustering methods, like HDBSCAN, 
to find unique subtypes in a large group of different patients and then use those 
subtypes to make the models better at making predictions. We investigated the 
whole elderly population using classifiers only; again, we applied the same classi-
fiers to osteoporosis clusters to see how predictive models might change at the 
subtype level. 

The results show the effectiveness of combining dimensionality reduction and 
clustering techniques with traditional classifiers in clinical data analysis. Deploy-
ing PCA as a preprocessing phase not only simplified data visualization and re-
duced dimensionality but also enhanced clustering efficiency. HDBSCAN was 
used to find seven completely separate groups of patients, each with its own set of 
variables that were linked to it. This stratification exposed patterns that may oth-
erwise remain hidden in medical datasets. For instance, Subtype 1 patients showed 
significant associations with stroke and lipid disorders, while Subtype 6 was con-
siderably enriched with chronic kidney disease, lipid disorders, and diabetes. Prior 
studies that link conditions like heart and metabolic diseases to osteoporosis sup-
port these findings [16] [18]. The enrichment of hypertension in all subtypes fur-
ther confirms its role as an independent risk factor, as stated in the existing liter-
ature [25]. 

According to the research, using subtypes analysis along with classifiers makes 
predictions much more accurate than using classifiers alone. Initially, the logistic 
regression classifier did not do well with the dataset without prior subtyping (only 
65% accurate), but it did very well when subtype-specific model training was 
added, with a weighted average accuracy of 87.8%. This emphasizes the im-
portance of classifying patients into clusters to capture the differences in disease 
progression and risk factors. These findings are consistent with prior research in-
dicating the advantages of deploying a hybrid approach when analyzing complex 
medical datasets [22]. 

By adding unsupervised learning methods to classification methods, our ap-
proach makes them better, leading to better accuracy, precision, and recall perfor-
mance metrics. The performance accuracies of the subtypes range between 85.2% 
and 88.9%, highlighting that the variation in their performance levels is relatively 
minor. This narrow range suggests that all subtypes perform at a comparable level, 
with no single subtype showing a significantly higher accuracy than the others. 
Using HDBSCAN clustering, which doesn’t require deciding ahead of time on the 
number of clusters, also makes the approach more flexible and adaptable, getting 
around problems that were seen in studies that used traditional clustering meth-
ods [22] [23]. The implications of the findings presented in this study are signifi-
cant for personalized medicine and health management. Patient subtypes identi-
fication aids stakeholders for timely interventions and resource allocations.  
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6. Conclusions  

This study represents an analysis of a cohort of patients diagnosed with osteopo-
rosis. It contributes towards a better understanding of the occurrence of osteopo-
rosis as a health condition, with assessment of factors that can lead to osteoporo-
sis, and the associated effects impacting the quality of patients’ lives. This research 
evaluated the performance of subtype analysis with various classification methods 
to enhance the prediction of osteoporosis.  This study introduced a novel hybrid 
machine learning approach to stratify patients with osteoporosis into subtypes, 
leading to improved osteoporosis detection. The proposed methodology en-
hanced prediction accuracy compared to using classifiers only by using HDB-
SCAN to cluster patients together into distinct subtypes. It then deployed different 
classifiers on such subtypes. Although logistic regression didn’t perform properly 
on the dataset without clustering at first, but it achieved much better results when 
applied to subtypes. These findings highlight the potential of leveraging patient 
subtyping to improve predictive models’ performance accuracy and facilitate per-
sonalized healthcare plans for osteoporosis. 

While this study attained positive results, it has numerous limitations. Alt-
hough HDBSCAN has demonstrated effectiveness in identifying meaningful sub-
types, outlier management (8.1% of the dataset) remains a persistent difficulty. 
Future investigations could explore alternative clustering approaches to better 
deal with outliers and further improve subtype classification. Furthermore, the 
study depended upon chronic conditions, which may not capture all relevant os-
teoporosis-related risk factors, such as dietary habits or physical activity levels. 

In conclusion, this study used a biphasic methodology to characterize and pre-
dict patients with osteoporosis at the subtype level. By addressing existing limita-
tions and expanding its scope, this methodology holds promise for enhancing pre-
cision medicine and advancing medical outcomes in osteoporosis management. 
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