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Abstract 
Diabetic retinopathy is a serious concern for people dealing with diabetes. De-
tecting diabetic retinopathy poses significant challenges, requiring skilled pro-
fessionals, extensive manual image processing, and considerable time invest-
ment. Fortunately, the integration of deep learning and transfer learning offers 
invaluable assistance to medical practitioners. This study introduces an ensem-
ble classification framework to detect and grade diabetic retinopathy into 5 clas-
ses leveraging the concepts of transfer learning and data fusion. It utilizes three 
benchmark datasets on diabetic retinopathy: APTOS 2019, IDRiD, and Messi-
dor-2. Initially, these datasets are merged, resulting in a total of 5922 fundus 
images. Then this fused dataset undergoes pre-processing. Firstly, the images are 
cropped to remove unwanted regions. Then, Contrast Limited Adaptive Histo-
gram Equalization is applied to improve image quality and fine details. To tackle 
class imbalance issues, Synthetic Minority Over Sampling technique is employed. 
Additionally, data augmentation techniques such as flipping, rotation, and 
zooming are used to increase dataset diversity. The dataset is split into training, 
validation, and testing sets at a ratio of 70:10:20. For classification, three pre-
trained CNN models, EfficientNetB2, DenseNet121, and ResNet50, are fine-
tuned. After these models are trained, an ensemble model is constructed by av-
eraging the predictions of each model. Results show that the ensemble model 
achieved the highest test accuracy of 96.96% in grading diabetic retinopathy into 
5 classes outperforming the individual pre-trained models. Furthermore, the en-
semble model’s performance is compared with previously published approaches 
where this model demonstrated superior result. 
 

Keywords 
Diabetic Retinopathy, Fundus Images, CLAHE, Augmentation, Optimizer 

How to cite this paper: Aftab, S. and Akh-
tar, S. (2025) Diabetic Retinopathy Severity 
Classification Using Data Fusion and En-
semble Transfer Learning. Journal of Soft-
ware Engineering and Applications, 18, 1-
23. 
https://doi.org/10.4236/jsea.2025.181001 
 
Received: November 26, 2024 
Accepted: January 3, 2025 
Published: January 6, 2025 
 
Copyright © 2025 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jsea
https://doi.org/10.4236/jsea.2025.181001
http://www.scirp.org
https://www.scirp.org/
https://doi.org/10.4236/jsea.2025.181001
http://creativecommons.org/licenses/by/4.0/


S. Aftab, S. Akhtar 
 

 

DOI: 10.4236/jsea.2025.181001 2 Journal of Software Engineering and Applications 
 

1. Introduction 

Diabetes is a chronic health condition which is characterized by high blood sugar 
levels and can lead to various complications affecting multiple organs in the body 
when it is left unmanaged [1]. One such complication is diabetic retinopathy 
(DR), a condition that affects the eyes and is a leading cause of blindness world-
wide [2]. DR occurs when prolonged exposure to high blood sugar levels damages 
the blood vessels in the retina, the light-sensitive tissue at the back of the eye [3]. 
As these blood vessels weaken and leak fluid or blood, they can cause vision im-
pairment or even total vision loss if not treated on time [4].   

The increasing prevalence of diabetes raises concerns about diabetic retinopa-
thy worldwide [5]. According to the International Diabetes Federation (IDF), the 
number of adults with diabetes is expected to reach 700 million by 2045 [6]. It is 
estimated that around 27.0% of individuals with diabetes develop diabetic reti-
nopathy globally leading to approximately 0.4 million cases of blindness world-
wide [7]. Several factors contribute to the development and progression of dia-
betic retinopathy. Prolonged exposure to high blood sugar levels is the primary 
cause, leading to damage to the blood vessels in the retina [8]. Additionally, factors 
such as hypertension, high cholesterol levels, smoking, and genetics can increase 
the risk of developing DR.  

1.1. Symptoms and Stages of DR 

Symptoms of diabetic retinopathy may not be noticeable in the early stages [9], 
which is why regular eye examinations are essential for early detection and in-
tervention. As the condition progresses, symptoms may include micro aneu-
rysms (small bulges in the blood vessels that leak fluid), hemorrhages (spots or 
blotches as a result of bleeding from damaged blood vessels), exudates (yellow 
deposits in the retina as a result of leaking blood vessels), cotton wool spots 
(areas of swelling in the retina), and neovascularization (abnormal growth of 
new blood vessels on the surface of the retina). Distinctive features present in 
fundus images aid medical professionals and physicians in the diagnosis of dia-
betic retinopathy [10]. Timely detection and intervention plays a pivotal role in 
preventing the progression of this disease and preserving vision [11]. Regular 
eye examinations, including dilated eye exams, are crucial for early detection of 
diabetic retinopathy. These routine examinations are conducted by eye care pro-
fessionals, such as ophthalmologists or optometrists, and involve a comprehen-
sive evaluation of the retina to detect any signs of diabetic retinopathy. Early 
intervention, through lifestyle changes, medication, or laser therapy, can help 
slow or prevent vision loss [12].  

Diabetic retinopathy (DR) is divided into two main stages: proliferative and 
non-proliferative [13]. Proliferative diabetic retinopathy (PDR) is identified by 
the abnormal growth of blood vessels on the retina, posing a risk of significant 
vision loss if not addressed. Non-proliferative diabetic retinopathy (NPDR) en-
compasses initial damage to retinal blood vessels, such as the formation of micro 
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aneurysms, hemorrhages, and lipid deposits. NPDR is further categorized into 
mild, moderate, and severe stages.  

1.2. Role of AI in Diabetic Retinopathy Detection 

Advances in imaging technology and artificial intelligence (AI) have enabled more 
accurate and efficient screening for diabetic retinopathy [14]. Deep learning and 
transfer learning are increasingly being utilized in the detection and diagnosis of 
diabetic retinopathy. Deep learning (DL) is a subset of AI that involves training 
artificial neural networks with large datasets to recognize patterns and make pre-
dictions. Transfer learning (TL) is a technique in machine learning where a model 
trained on one task is adapted or fine-tuned for a related task [15]. In the context 
of diabetic retinopathy detection, AI algorithms analyze retinal images to identify 
signs of retinopathy, such as micro aneurysms, hemorrhages, or exudates. Deep 
learning models can accurately detect and classify retinopathy stages, aiding cli-
nicians in early diagnosis and treatment planning. Transfer learning further en-
hances the performance of these models by leveraging pre-trained networks and 
adapting them to specific retinal imaging datasets.  

Retinal examinations involve utilizing specialized equipment like fundus cam-
eras to capture detailed images of the retina [16]. During the procedure, the pa-
tient’s pupils are dilated to ensure a clear view, and the captured images are then 
evaluated by either ophthalmologists or AI algorithms to detect signs of diabetic 
retinopathy. Previously, the detection and management of DR relied on manual 
image analysis methods, which were time-consuming and prone to errors due to 
subjective interpretation. However, the emergence of deep learning algorithms 
has revolutionized this process. Deep learning techniques allow for automated anal-
ysis of retinal images, enabling the identification of specific features associated 
with DR [17]. By training deep neural networks on extensive datasets of fundus 
images, these algorithms can accurately categorize images based on DR severity 
and predict the risk of disease progression. These advancements not only improve 
the precision and consistency of DR detection but also decrease the dependency 
on human involvement, thus streamlining diagnostic procedures [18].  

1.3. Research Contributions 

This research proposes an ensemble framework for multi-classification of diabetic 
retinopathy using transfer learning and data fusion. It makes use of three distinctive 
benchmark datasets. These datasets have fundus images based on severity levels of 
diabetic retinopathy: 1) DR, 2) Mild DR, 3) Moderate DR, 4) Severe DR and 5) Pro-
liferative DR. Many pre-processing techniques are applied to prepare the dataset for 
more accurate model training. Data Augmentation is applied to increase the size of 
dataset. Then a Convolutional Neural Network Model is developed from scratch for 
classification of DR. The main contributions of this research are:  

1) Three distinct DR Datasets are fused in this study. Due to the differences in 
the datasets, it is challenging to achieve high accuracy on merged diabetic 
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retinopathy dataset. Images of different resolutions, lighting, and quality levels are 
included in individual datasets. Various pre-processing methods are employed to 
address these problems in this research in order to attain a higher accuracy.  

2) Contrast Limited Adaptive Histogram Equalization (CLAHE) is utilized to 
enhance the quality of dull and faded images within the dataset. This technique 
improved features such as tiny blood vessels and overall image clarity.  

3) The fused dataset exhibits an imbalanced class distribution. To counteract 
this imbalance and prevent bias towards the majority class, Synthetic Minority 
Over Sampling Technique (SMOTE) is applied. This technique helps balance the 
representation of different classes in the dataset, thus promoting fair model train-
ing and evaluation. 

4) Pre-trained CNN models are fine-tuned and trained for classification of dia-
betic retinopathy. An ensemble model is built by averaging the predictions of 
these pre-trained models. This model was able to classify images with a high ac-
curacy and performed well when compared with individual pre-trained models 
and previously published DL techniques.  

1.4. Research Organization 

This research is structured as follows: Section 2 presents an overview of previous 
literature regarding the detection and grading of diabetic retinopathy (DR), in-
cluding various techniques and classifiers utilized. Section 3 offers a detailed ex-
planation of the proposed classification framework. The outcomes of the sug-
gested methodology are analyzed in Section 4, alongside a comparison with pre-
vious research using performance evaluation metrics. Finally, Section 5 concludes 
the study and provides a brief insight into future work. 

2. Literature Review 

A number of researchers have dedicated their effort in trying a range of method-
ologies, algorithms, and approaches to identify and classify diabetic retinopathy. 
Their dedication has resulted in notable advancements in the identification and 
classification of this disease. A detailed review of modern DR methods is given in 
this section. 

In [19], researchers have introduced a multi-classification system for grading 
diabetic retinopathy using deep learning techniques. They incorporated semi-su-
pervised learning and a wrapper algorithm in their approach. Initially, the model 
learns patterns and features from images through semi-supervised learning, fol-
lowed by transferring this pre-trained model to the target model. Several experi-
ments were conducted, demonstrating that their proposed wrapper algorithm-
based technique outperformed previous methods, with an accuracy improvement 
of approximately 4 to 5%. The study utilized three datasets: EyePACS, DDR, and 
Messidor-2, all of which underwent preprocessing and cleaning. Images were 
resized and normalized before classification. The proposed model achieved an ac-
curacy of 86.40% on the EyePACS dataset, 89.62% on DDR, and 90.15% on the 
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Messidor-2 dataset. Authors of [20] have proposed a binary classification system 
for distinguishing diabetic retinopathy as either DR or No DR. They utilized Con-
volutional Neural Network (CNN) based transfer learning concepts for classifica-
tion purposes. Two datasets are employed: DR1, which comprises 1014 DR im-
ages, and Messidor, consisting of 1200 fundus images. Image preprocessing in-
volves cropping followed by resizing. Four pre-trained models are fine-tuned for 
the task: VggNet-vd-16, Vgg-s, AlexNet, and VggNet-vd-19. Three distinct exper-
iments are conducted: fine-tuning all layers, fine-tuning in a layer-wise manner, 
and extracting features using CNNs then classifying using SVM. Their proposed 
framework achieved the highest accuracy of 94.52% on the DR1 dataset and 
92.01% on Messidor. 

Researchers of [21] have proposed a computer-aided diagnostic (CAD) system 
for identifying non-proliferative diabetic retinopathy using convolutional neural 
networks (CNNs), specifically designed for the optical coherence tomography 
(OCT) imaging modality. They trained the model on an OCT dataset and em-
ployed several crucial procedures during preprocessing to extract input retina 
patches for training the CNN, without resizing the image. Additionally, they uti-
lized transfer learning principles and effective feature combination techniques to 
enhance performance. The AlexNet CNN was utilized with an input size of 227 × 
227. By combining the output features extracted from two independently trained 
CNNs, the methodology achieved the highest accuracy with the least computa-
tional complexity, reaching 94% accuracy, 100% recall, and 88% specificity. In 
[22], the authors proposed a binary classification framework for detecting diabetic 
retinopathy using transfer learning. They integrate Pyspark with deep learning, 
leveraging it as a Big Data tool to process the IDRiD (Indian Diabetic Retinopathy 
image Dataset) used in the research. As a preprocessing step, the dataset is initially 
cleaned by removing dark images, followed by cropping to eliminate unwanted 
spaces and resizing. The classification is executed using a LR classifier, employing 
DL Pipelines on Apache Spark. The dataset is split into an 80% training set and a 
20% testing set. Results reveal that among the three transfer learning models uti-
lized, InceptionV3 demonstrated the best performance, achieving an accuracy of 
95%, an AUC of 94.98%, and an F1-Score of 95%. 

A binary classification framework is proposed in [23] for grading diabetic reti-
nopathy using the ResNet-50 model. Authors employ transfer learning and mod-
ify the ResNet50 model to enhance the accuracy of DR prediction. The dataset 
utilized is a DR Dataset from Kaggle, containing 35,126 retinal images. Images 
undergo cropping and removal of black borders, followed by Histogram Equali-
zation. The ResNet-50 model is then utilized for classification, with adaptive learn-
ing rate settings and regularization to mitigate overfitting during training. The 
performance of ResNet-50 is compared with other transfer learning models such 
as AlexNet, Xception, VggNet-16, etc., and the results indicate that the revised 
ResNet-50 outperforms the others, achieving an accuracy of 74.32%. In [24], the 
authors deployed three distinct hybrid models for the classification of DR into five 

https://doi.org/10.4236/jsea.2025.181001


S. Aftab, S. Akhtar 
 

 

DOI: 10.4236/jsea.2025.181001 6 Journal of Software Engineering and Applications 
 

classes, namely Hybrid-a, Hybrid-f, and Hybrid-c. These hybrid models are con-
structed by integrating five base CNN models: NASNetLarge, EfficientNetB5, Ef-
ficientNetB4, InceptionReNetV2, and Xception. Two loss functions are utilized to 
train the base models, and the outputs of these base models are subsequently em-
ployed to train the hybrid models. The researchers conduct experiments with 
three different datasets: APTOS, EyePACS, and DeepDR. Pre-processing is con-
ducted both before model training and during the training process, primarily in-
volving image enhancement techniques. Among all the hybrid models, the Hy-
brid-c model achieved the highest accuracy of 86.34%. 

Researchers of [25] have proposed a multi-classification method for grading 
diabetic retinopathy using transfer learning models, namely EfficientNet, ResNet, 
and VGG. The researchers utilize a Kaggle competition dataset comprising 35,126 
fundus images. This dataset is resized and divided into training, validation, and 
testing sets prior to classification. Various training parameters, types of transfer 
learning models, and performance metrics are experimented with. Among all the 
models employed, Efficient_Net_b3_60 achieved the highest accuracy of 87%, fol-
lowed by a quadratic weighted kappa (QWK) of 0.85, an F1-score of 84%, preci-
sion of 85%, and recall of 87%. In [26], researchers have presented a multi-classi-
fication framework aimed at detecting and grading diabetic retinopathy into five 
classes through Transfer Learning. They have employed the Inception-V3 model, 
pre-trained with ImageNet data. The dataset utilized in their study is EyePACS 
sourced from Kaggle. Pre-processing of fundus images involves down-sampling, 
local average color subtraction, and cropping of image borders. Classification is 
conducted using Inception-V3 after pre-processing. Their proposed model achieved 
a validation accuracy of 50% and a final test accuracy of 48.2%. 

All these previous studies have applied deep learning techniques to detect and 
classify diabetic retinopathy using various pre-processing strategies and classifi-
cation models, such as CNNs, hybrid models, and transfer learning. Despite these 
efforts, many of these approaches still struggle with issues like accuracy, generali-
zation, and class imbalance. In contrast, our research offers a more efficient and 
robust solution. While many prior methods relied on using individual datasets, 
we combined three distinct diabetic retinopathy datasets, improving our model’s 
ability to generalize across different types of data. We also implemented advanced 
preprocessing techniques, such as CLAHE, to enhance image quality and gener-
alization. To tackle class imbalance, we applied SMOTE which helped in reducing 
bias in classification results. Our framework leverages transfer learning from well-
established architectures ensuring faster convergence and more accurate feature 
extraction. A key innovation in our work is the use of an ensemble method, com-
bining three pre-trained models which significantly boosted both accuracy and 
efficiency in detecting diabetic retinopathy.  

Table 1 summarizes the key aspects of the studies reviewed in this section. It 
provides an overview of the datasets used, preprocessing techniques, methodolo-
gies employed, and the evaluation metrics reported for each study. 
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Table 1. Summary of the reviewed literature. 

Study Datasets Used Preprocessing Techniques Methodology Evaluation Metrics 

[19] 
EyePACS, DDR,  
Messidor-2 

Cleaning, cropping, resizing, 
normalization 

Wrapper algorithm based  
Deep Learning Model 

Accuracy, True Positive  
Rate, True Negative Rate 

[20] DR1, Messidor Cropping, resizing 
VggNet-vd-16, Vgg-s,  
AlexNet, VggNet-vd-19 

Accuracy, Sensitivity,  
Specificity, AUC 

[21] OCT dataset 
Retina segmentation, Patch  
extraction, Patch Alignment 

Transfer Learning based  
CAD System 

Accuracy, Error rate,  
Precision, Recall 

[22] IDRiD 
Cropping, resizing, removal 
of dark images 

3 Pre-trained Models +  
Logistic Regression 

Accuracy, AUC, F1-Score 

[23] Kaggle DR Dataset 
Cropping, Histogram  
Equalization 

ResNet-50  
(Transfer learning) 

Accuracy 

[24] 
APTOS, EyePACS,  
DeepDR 

Cropping, resizing, data  
augmentation 

Hybrid Models 
Accuracy, Sensitivity,  
Specificity, F1-Score,  
Precision 

[25] Kaggle DR Dataset Resizing, dataset split 
Pre-trained models  
(VGG, ResNet, EfficientNet etc.) 

Accuracy, F1-Score,  
Precision, Recall, QWK 

[26] EyePACS 
Down-sampling, color  
subtraction, cropping 

Inception-V3 Accuracy 

3. Methodology 

This study introduces a classification framework aimed at categorizing diabetic 
retinopathy into five distinct classes. To achieve this classification objective, three 
benchmark datasets are fused together and an ensemble of three pre-trained CNN 
models is created. Transfer learning holds significant recognition and application 
in the fields of image processing and disease detection [27]. The ensemble classi-
fication framework proposed in this research is presented in Figure 1. Further-
more, the detail of each step involve in the framework is given below: 
 

 
Figure 1. Proposed ensemble classification framework.      

3.1. Dataset  

This study utilizes three benchmark datasets for the multi-classification of 
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diabetic retinopathy: 1) APTOS (Asia Pacific Tele-Ophthalmology Society) 2019 
Blindness Detection, 2) IDRiD (Indian Diabetic Retinopathy Image Dataset), and 
3) Messidor-2. The description of each dataset is given below: 

3.1.1. APTOS 2019 
The APTOS (Asia Pacific Tele-Ophthalmology Society) 2019 Blindness Detection is 
a benchmark dataset publically available at Kaggle [28]. It consists of 3662 retinal 
images sourced from the Aravind Eye Hospital in India. These images offer a diverse 
representation of retinal conditions and are captured under various clinical settings. 
The hospital’s efforts are particularly noteworthy for offering diagnosis and treat-
ment to individuals in rural areas where medical examinations pose challenges. Cli-
nicians at the hospital have carefully graded the severity of diabetic retinopathy in 
each image on a scale ranging from 0 to 4. This grading system categorizes the dis-
ease into five distinct levels of severity: No DR, Mild, Moderate, Severe, and Prolif-
erative DR. Figure 2 displays samples from each severity grade of this dataset. 

3.1.2. IDRiD  
IDRiD (Indian Diabetic Retinopathy Image Dataset) is the first dataset that rep-
resents the Indian population. It is benchmark DR dataset, publically available at 
IEEE Data Port [29]. The fact that it contains lesions associated with diabetic ret-
inopathy as well as normal retinal features gives it great significance and makes it 
a valuable addition to datasets. This dataset was also a key part of the “Diabetic 
Retinopathy: Segmentation and Grading Challenge”. The dataset is segmented into 
three primary categories: Disease Grading, Localization, and Segmentation. Our 
research specifically targets disease grading, which entails assessing the severity of 
diabetic retinopathy. For this purpose, the dataset offers 413 images for training 
and 103 images for testing along with their corresponding labels, resulting in a 
total of 516 fundus images. Similar to APTOS dataset, IDRiD classifies images into 
five grades: No DR, Mild, Moderate, Severe, and Proliferative DR. A sample from 
each grade of this dataset is given in Figure 2. 
 

 
Figure 2. A sample from each grade of three DR datasets.      
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3.1.3. Messidor-2 
Messidor-2 is also a benchmark dataset publically available at ADCIS [30]. It con-
sists of diabetic retinopathy examinations, each containing two fundus images 
centered on the macula. It comprises a total of 1748 images, with 1744 images 
labeled by clinicians on a scale of 0 to 4. These images were captured using a fun-
dus camera without pharmacological dilation. Figure 2 shows a sample of each 
grade from this dataset. 

All these three datasets are fused together resulting in a total of 5922 images. 
The individual datasets have unbalanced distribution of classes per grade/class. So 
fused dataset also has unbalanced distribution. Table 2 presents the distribution 
of images per grade and the overall number of images for APTOS, IDRiD, Messi-
dor-2 and the fused dataset. 
 
Table 2. Image distribution per grade of individual and fused dataset. 

Datasets 

Grade 

No DR 
(Grade 0) 

Mild 
(Grade 1) 

Moderate 
(Grade 2) 

Severe 
(Grade 3) 

Proliferative DR 
(Grade 4) 

Total 

APTOS 1805 370 999 193 295 3662 

IDRiD 168 25 168 93 62 516 

Messidor-2 1017 270 347 75 35 1744 

Fused Dataset 2990 665 1514 361 392 5922 

3.1.4. Benefits and Challenges of Data Fusion Approach 
The main benefit of data fusion is that it helps the model generalize better. By 
exposing the model to more varied data, we can reduce the risk of over fitting to 
a single dataset [31]. Fusion also increases the overall dataset size and the number 
of images which provides the model with more examples to learn from [32]. In 
our case of Diabetic Retinopathy (DR) detection, fusing datasets like APTOS, 
IDRiD, and Messidor 2 allowed our models to learn from different retinal images. 
This enhanced their ability to detect DR across various populations and imaging 
conditions. However, data fusion also presented challenges. The datasets differed 
in image quality, resolution, and annotation standards which created inconsisten-
cies and impacted performance. Additionally, these datasets have imbalanced data 
which could have introduced bias. These issues required our careful preprocessing 
and alignment of the datasets to ensure that the model benefited from the fusion 
without being negatively affected by these discrepancies. 

3.2. Pre-Processing 

Data preprocessing involves cleaning, scaling, and encoding data to prepare it for 
neural network training [33]. It ensures data quality by handling missing values, 
outliers, and noise. For this research, preprocessing is done in five steps: 1) Image 
Cropping, 2) Denoising, 3) Contrast Limited Adaptive Histogram Equalization 
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(CLAHE), 4) Image Resizing, and 5) Synthetic Minority Over-sampling Tech-
nique (SMOTE). Since three datasets are merged and each one is taken from a 
different source, a careful examination of the fused dataset is conducted. These 
datasets comprise fundus images from various clinics and hospitals, captured at 
different angles and with diverse cameras. The images vary in resolution, contrast, 
and background. Some images contain noise and unwanted black areas while oth-
ers appear dull or lack contrast. This poses challenges for the identification of mi-
nute retinal structures such as micro aneurysms and small blood vessels. 

3.2.1. Image Cropping  
Cropping is the first step of pre-processing. The images in the dataset contain un-
wanted black background. There may be problems with performance and gener-
alization if a model is given a dataset that represents a wide range of backgrounds 
[34]. The accuracy of the model will decrease as a result. To get rid of the extra-
neous background, the retinal images were cropped to the proper size starting 
from where the eye begins. By removing the undesired areas from the images, this 
step made sure that each image had the same background. 

3.2.2. Denoising 
For second step of pre-processing, the noise in the images was reduced using the 
technique called Image Denoising. Denoising in image preprocessing involves re-
ducing or eliminating noise, which can obscure important features and degrade 
image quality. The method used in this research to denoise the images is Gaussian 
Blur. Images were denoised with a kernel size of (3, 3). 

3.2.3. Contrast Limited Adaptive Histogram Equalization (CLAHE)  
In third step, Contrast Limited Adaptive Histogram Equalization (CLAHE) was 
applied to the dataset. This technique helped in enhancing the contrast of images 
and bringing out finer details. This technique addressed the previously identified 
issues of dullness and low contrast within the dataset. 

3.2.4. Image Resizing  
Step four includes resizing the images to achieve uniform dimensions of 224 × 224 
× 3 pixels. Here, the first two numbers represent the height and width of pixels, 
respectively, while the third denotes the presence of RGB (red, green, and blue) 
color channels in the image. As the fused dataset comprises images of varied res-
olutions and dimensions sourced from different origins, resizing them to a uni-
form resolution ensured homogeneity in the input data format. The first four pre-
processing steps are shown in Figure 3. 

3.2.5. Synthetic Minority Over-Sampling Technique (SMOTE) 
In Step 5, which is the final preprocessing step, the Synthetic Minority Over-sam-
pling Technique (SMOTE) was used to tackle the class imbalance present within 
the dataset. This technique involves generating synthetic samples for the minority 
classes to solve the issue of uneven distribution of samples among all the classes 
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[35]. By creating new instances of the minority classes based on existing ones, 
SMOTE aims to ensure a more balanced representation across all classes. As ob-
vious from Table 2, the fused dataset exhibits an even distribution of images 
among classes that can bias the model’s performance towards predicting the ma-
jority class. Therefore, addressing this imbalance is essential for achieving optimal 
model performance. The objective is to augment the sample size only in the mi-
nority classes while keeping the majority class as it is. In our dataset, Grade 0 con-
tains the majority number of images and its count remains unchanged. Mean-
while, the samples in the other classes are increased to a randomized number close 
to the number of images in Grade 0. The updated image counts per class post-
SMOTE implementation are detailed in Table 3 with the new number of images 
in minority classes adjusted to 2400 in Grade 1, 2700 in Grade 2, 2600 in Grade 3, 
and 2400 in Grade 4. 
 

 
Figure 3. A sample of first four steps of pre-processing.      
 
Table 3. New number of images per grade after applying SMOTE. 

Grade Original Image Count Image Count after SMOTE 

No DR (Grade 0) 2990 2990 

Mild (Grade 1) 665 2400 

Moderate (Grade 2) 1514 2700 

Severe (Grade 3) 361 2600 

Proliferative DR (Grade 4) 392 2400 

Total 5922 13,090 

3.3. Data Augmentation 

After preprocessing, data augmentation is applied on the images using various tech-
niques. This augmentation process enables the model to capture a broader range of 
patterns and variations within the data, thereby enhancing its generalization capa-
bilities. Data Augmentation means to artificially expand a dataset by applying vari-
ous transformations to existing data samples [36]. These transformations include 
rotation, flipping, zooming, scaling, shearing, shifting and many other. The aug-
mentation techniques employed in this research include zooming, rotation, hori-
zontal and vertical flipping. These transformations are randomly applied to the da-
taset with a zooming range set at 0.2 and a rotation range of 20 degrees. In this 
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research, augmentation process doubles the total number of images in the dataset. 
After application of SMOTE, the number of images increased to 13,090. Through 
augmentation, the total number of images became 26,180. Table 4 presents the aug-
mentation techniques utilized in this research. 
 
Table 4. Augmentation techniques used on the dataset. 

Flip Horizontal 

Flip Vertical 

Zoom Range 0.2 

Rotation Range 10 

3.4. Dataset Split 

Before proceeding to the model training stage, the augmented dataset undergoes 
partitioning into training, validation, and testing sets. The dataset is divided ac-
cording to a ratio of 70:10:20, with 70% designated for the training set, 10% for 
the validation set, and 20% for the testing set. The training set is utilized to train 
the models, while the testing set evaluates the performance of these trained mod-
els. Meanwhile, the validation set serves the purpose of assessing the model’s per-
formance during the training process. 

3.5. Proposed Ensemble Model 

The ImageNet dataset has been greatly used to train deep CNN models due to its 
diverse collection of images. ImageNet is a large-scale dataset which contains mil-
lions of labeled images across thousands of different categories [37]. Many popu-
lar models that are trained using ImageNet include ResNet, Inception, VGG and 
MobileNet etc. For this study, three pre-trained CNN models are used: Efficient-
NetB2, DenseNet121 and ResNet50. Prior to training, these models are fine-tuned 
and modifications are made to both the first and last layers of the models. The 
input layer was adjusted to accommodate images of size 224 × 224 × 3. Further-
more, a Global Average Pooling (GAP) layer was added and then Output Layer 
was added where softmax activation function is employed as this research deals 
with multi-classification. Detailed fine-tuned architectures for these models are 
illustrated in Figure 4.  

Ensemble learning is a powerful approach in deep learning where multiple mod-
els are combined to improve overall predictive performance [38]. This method 
combines a variety of models to reduce the impact of individual deficiencies and 
improve the overall accuracy. In the context of transfer learning, ensemble in-
volves combining predictions from multiple pre-trained models to create a more 
robust and accurate predictor. There are multiple techniques through which en-
semble learning can be achieved. Common techniques are bagging, boosting, 
stacking, averaging etc.  
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Figure 4. Structure of the used pre-trained models along with fine-tuned layers.      

 
In this study, Ensemble Averaging is the chosen ensemble technique. This 

method combines predictions from multiple models by averaging them to gener-
ate a final prediction. Here, predictions from all three models, EfficientNetB2, 
DenseNet121 and ResNet50, are combined using averaging. The final prediction 
for each sample is then determined by selecting the class with the highest average 
probability across all classes. This process involves summing up the probabilities 
from each model for each class and dividing by the total number of models. Sub-
sequently, the class with the highest average probability is chosen as the final pre-
diction for each sample. This approach forms the basis of the ensemble model 
employed in this study. 

3.6. Performance Evaluation Metrics 

Performance metrics serve as quantitative measures utilized to evaluate the accu-
racy and efficacy of a model’s predictions [39]. They offer valuable insights into 
the model’s performance across different tasks and help researchers in assessing 
various models. In the evaluation of both the training and testing sets in this study, 
each data instance can be categorized into one of four outcomes: True Positive 
(TP), True Negative (TN), False Positive (FP), and False Negative (FN). A True 
Positive indicates the correct prediction of a positive instance by the model, while 
a True Negative signifies the accurate prediction of a negative instance. Con-
versely, a False Positive suggests an incorrect prediction of a positive instance, and 
a False Negative denotes an erroneous prediction of a negative instance. The 
measures used in this research are as follows 
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( ) FP FNMisclassification Rate MCR
TP TN FP FN

+
=

+ + +
            (1) 

( ) TP TNAccuracy ACC
TP TN FP FN

+
=

+ + +
                 (2) 

( ) TNSpecificity SPC
TN FP

=
+

                     (3) 

( ) TPSensitivity SEN
TP FN

=
+

                     (4) 

( ) 2 Precision RecallF1-Score F1
Precision Recall
× ×

=
+

                  (5) 

( ) TPPositive Prediction Value PPV
TP FP

=
+

               (6) 

( ) TNNegative Prediction Value NPV
TN FN

=
+

              (7) 

( )False Positive Ratio FPR 1 Specificity= −                (8) 

( )False Negative Ratio FNR 1 Sensitivity= −               (9) 

( ) ( )
SensitivityLikelihood Ratio Positive LR

1 Specificity
+ =

−
         (10) 

( ) ( )1 Sensitivity
Likelihood Ratio Negative LR

Specificity
−

− =         (11) 

4. Results and Discussion 

Following preprocessing and augmentation, the merged dataset was divided into 
training, validation and testing sets at a ratio of 70:10:20. Post-augmentation, the 
dataset comprised a total of 26,180 fundus images. Thus, the distribution across 
each set is as follows: the training set contains 18,849 images (70%), while the valida-
tion and testing sets contain 2095 images (10%) and 5236 images (20%) respectively. 
For executing our models, we used Python programming language within Kaggle 
Notebooks. These notebooks offer resources such as a storage capacity of up to 
73GB, 29GB of RAM, and a GPU with 15GB memory, capable of supporting heavy 
deep learning models. Various libraries were used including TensorFlow, OpenCV, 
Pandas, and Matplotlib.  

This study proposed an ensemble model and 3 pre-trained models. Before the 
training process, the hyper parameters were adjusted. A batch size of 32 was cho-
sen, and the model underwent 40 epochs of training. The Adam optimizer with a 
learning rate set at 0.001 was set for optimization. To avoid overfitting, regulari-
zation techniques such as EarlyStopping and ReduceLROnPlateau were inte-
grated. These mechanisms are designed to halt the training process when the 
model reaches optimal performance to prevent overfitting. In this study, Ear-
lyStopping monitors validation loss and ceases training if it stabilizes or improves 
for 10 consecutive epochs. Meanwhile, the ReduceLROnPlateau method adjusts 
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the learning rate by a factor of 0.2 if the loss value remains constant for 2 succes-
sive epoch. Table 5 outlines the hyper parameters utilized in the study. 
 
Table 5. Hyper-parameters used for training the models. 

Hyper Parameters Values 

Optimizer Adam 

Learning Rate 0.001 

Batch Size 32 

No. of Epochs 40 

Loss Function Categorical cross entropy 

EarlyStopping patience = 10 

ReduceLROnPlateau 
factor = 0.2 
patience = 2 

 
On training the individual models, EfficientNetB2 achieved a training accuracy 

of 99.49 % with a sensitivity and specificity of 99.50% and 99.87% respectively. 
When this trained model was evaluated on the test set, EfficientNetB2 gave a test 
accuracy of 96.27% followed by 96.27% sensitivity and 99.07% specificity.  

When DenseNet121 model was trained, it gave a training accuracy of 97.35% 
with a sensitivity and specificity of 97.29% and 99.34% respectively. Then this 
trained DenseNet121 model was evaluated on test set. It achieved a test accuracy 
of 91.21%. Sensitivity and specificity achieved by this model on test set is 91.05% 
and 97.81% respectively. 

On training the third model that is ResNet50, it achieved a training accuracy of 
99.42 % with a sensitivity and specificity of 99.41% and 99.85% respectively. When 
this trained model was evaluated on the test set, ResNet50 gave a test accuracy of 
94.95% followed by 94.90% sensitivity and 98.74% specificity.  

After combining the predictions of the above three pre-trained models, the en-
semble model was created. It showed the best training accuracy of 99.69%, with 
99.68% sensitivity and 99.92% specificity. On the testing set, this ensemble model 
achieved the highest accuracy of 96.96%, with a sensitivity of 96.93% and a speci-
ficity of 99.23%. Figure 5 provides the confusion matrix for both the training and 
testing sets of all the models. 

Figure 6 illustrates the training and validation accuracy + loss for all the models 
graphically. The graphs indicate successful training of these models, as evidenced 
by their low validation loss. EfficientNetB2 achieved a validation accuracy of 
96.80% with a validation loss of 0.1607. DenseNet121 attained a validation accu-
racy of 91.79% with a validation loss of 0.3550. A validation accuracy of 95.08% 
was achieved by ResNet50 along a 0.2082 validation loss while the Ensemble 
model yielded a validation accuracy of 96.99% with a validation loss of 0.1583. 
These results are visually depicted in the graphs. 
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(a) Confusion matrix of training set for EfficientNetB2          (b) Confusion matrix of training set for DenseNet121 

    
(c) Confusion matrix of training set for ResNet50             (d) Confusion matrix of testing set for EfficientNetB2 

    
(e) Confusion matrix of testing set for DenseNet121            (f) Confusion matrix of testing set for ResNet50 
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(g) Confusion matrix of training set for ensemble model      (h) Confusion matrix of testing set for ensemble model 

Figure 5. Confusion matrix of individual models and ensemble model.      
 

   
(a) Accuracy graph for EfficientNetB2                        (b) Accuracy graph for DenseNet121 

   
(c) Accuracy graph for ResNet50                          (d) Loss graph for EfficientNetB2 
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(e) Loss graph for DenseNet121                          (f) Loss graph for ResNet50 

   
(g) Accuracy graph for ensemble model                      (h) Loss graph for ensemble model 

Figure 6. Training and validation accuracy + loss graph for individual models and ensemble model.      
 

Table 6 displays the evaluation metrics calculated for both training and testing 
of the ensemble model and the individual pre-trained models. The results indicate 
that the ensemble model surpassed the individual models, enhancing the general-
ization and classification process. Among the individual models, EfficientNetB2 
exhibited impressive performance in grading DR into 5 classes, while ResNet50 
and DenseNet121 also played a significant role in classifying and detecting DR. 
Further details of the results can be seen in Table 6. 

The performance of our Ensemble model in this study is compared with the 
previous research in terms of multi-classification and test accuracy. Various re-
searchers have contributed to the detection and grading of diabetic retinopathy 
(DR). Many datasets such as APTOS, Messidor, EyePACS, and DeepDR, along 
with diverse preprocessing techniques, data augmentation methods, and dataset 
split ratios were employed across these studies. Despite these variations, our 
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proposed model demonstrated the highest accuracy by utilizing the proposed pre-
processing techniques and data fusion. Table 7 shows a detailed comparison be-
tween our Ensemble Model and previous research techniques. 
 

Table 6. Performance evaluation of individual models and ensemble model using various measures. 

Performance Metrics 

MODELS 

EfficientNetB2 DenseNet121 ResNet50 Ensemble 

Training Testing Training Testing Training Testing Training Testing 

Accuracy (ACC) 0.9949 0.9627 0.9735 0.9121 0.9942 0.9495 0.9969 0.9696 

Misclassification Rate (MCR) 0.0050 0.0372 0.0264 0.0878 0.0057 0.0504 0.0030 0.0303 

Specificity (SPC) 0.9987 0.9907 0.9934 0.9781 0.9985 0.9874 0.9992 0.9923 

Sensitivity (SEN) 0.9950 0.9627 0.9729 0.9105 0.9941 0.9490 0.9968 0.9693 

F1-Score (F1) 0.9950 0.9628 0.9737 0.9129 0.9941 0.9498 0.9968 0.9695 

Positive Prediction Value (PPV) 0.9946 0.9623 0.9736 0.9165 0.9940 0.9492 0.9968 0.9698 

Negative Prediction Value (NPV) 0.9987 0.9907 0.9934 0.9785 0.9985 0.9874 0.9992 0.9924 

False Positive Ratio (FPR) 0.0012 0.0092 0.0065 0.0218 0.0014 0.0125 0.0007 0.0076 

False Negative Ratio (FNR) 0.0049 0.0372 0.0270 0.0894 0.0058 0.0509 0.0031 0.0306 

Positive Likelihood Ratio (LR+) ∞ 115.24 696.21 78.048 1237.2 91.934 1688.44 133.35 

Negative Likelihood Ratio (LR−) 0.0049 0.0375 0.0271 0.0905 0.0058 0.0516 0.0031 0.0308 

 
Table 7. Performance evaluation of individual models and ensemble model using various measures. 

Reference Year Methodology Accuracy 

Alyoubi et al. [40] 2021 Model Fusion (CNN512 + YOLOv3) 89% 

Ebrahimi et al. [41] 2023 CNN (intermediate fusion) Architecture 92.65% 

Shaban et al. [42] 2020 CNN Model 88%-89% 

Mushtaq et al. [43] 2021 DenseNet-169 90% 

Raja Kumar et al. [44] 2021 CNN Model 94.44% 

Menaouer et al. [45] 2022 Hybrid models (CNN, VGG16 and VGG19) 90.60% 

Abbood et al. [46] 2022 ResNet-50 93.6% 

Current Study 2024 Ensemble Model 96.96% 

5. Conclusion and Future Work 

This study introduces an ensemble classification framework for grading diabetic 
retinopathy into 5 classes utilizing data fusion and transfer learning techniques. 
Diabetic retinopathy stands as a primary cause of blindness among individuals 
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with diabetes, underlining the importance of timely detection and treatment to 
prevent vision loss.  

This research combines three benchmark diabetic retinopathy datasets—AP-
TOS, IDRiD, and Messidor-2—to create a new fused dataset. Initially, dataset un-
derwent cropping to remove unwanted regions, followed by image denoising and 
Contrast Limited Adaptive Histogram Equalization (CLAHE). Dataset imbalance 
was addressed using SMOTE. Further dataset diversification was accomplished 
through augmentation techniques, such as flipping, rotation, and zooming. For 
classification, three pre-trained models, EfficientNetB2, DenseNet121 and Res-
Net50, were fine-tuned and trained. An ensemble model was created afterwards 
by averaging the predictions of these pre-trained models. This ensemble model 
demonstrated superior performance, achieving a training accuracy of 99.69% and 
the highest test accuracy of 96.96%. It outperformed the previous published tech-
niques on comparison.  

For future work, diabetic retinopathy can be classified by the integration of con-
volutional neural networks (CNNs) and extending beyond the utilization of trans-
fer learning models. Experimentation with fusing more than three datasets par-
ticularly those containing a larger number of fundus images can lead to more ac-
curate training outcomes. Many other pre-processing techniques can be explored 
that can contribute to achieving higher accuracy levels. Moreover, different tech-
niques of ensemble can be worked with such as bagging, boosting etc. 
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