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Abstract 
This survey paper investigates how personalized learning offered by Large 
Language Models (LLMs) could transform educational experiences. We ex-
plore Knowledge Editing Techniques (KME), which guarantee that LLMs 
maintain current knowledge and are essential for providing accurate and up-
to-date information. The datasets analyzed in this article are intended to eval-
uate LLM performance on educational tasks, such as error correction and 
question answering. We acknowledge the limitations of LLMs while highlight-
ing their fundamental educational capabilities in writing, math, programming, 
and reasoning. We also explore two promising system architectures: a Mix-
ture-of-Experts (MoE) framework and a unified LLM approach, for LLM-
based education. The MoE approach makes use of specialized LLMs under the 
direction of a central controller for various subjects. We also discuss the use 
of LLMs for individualized feedback and their possibility in content creation, 
including the creation of videos, quizzes, and plans. In our final section, we 
discuss the difficulties and potential solutions for incorporating LLMs into ed-
ucational systems, highlighting the importance of factual accuracy, reducing 
bias, and fostering critical thinking abilities. The purpose of this survey is to 
show the promise of LLMs as well as the issues that still need to be resolved in 
order to facilitate their responsible and successful integration into the educa-
tional ecosystem. 
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1. Introduction and Generality 

The advent of Large Language Models (LLMs) is set to revolutionize the educa-
tional landscape by introducing new paradigms in personalized learning and con-
tent generation. These advanced AI models, leveraging cutting-edge techniques 
in Artificial Intelligence (AI) and Natural Language Processing (NLP), have 
demonstrated significant potential to enhance educational practices by tailoring 
learning experiences to individual needs, optimizing content delivery, and ena-
bling new forms of interaction between learners and educational material [1] [2]. 

LLMs, trained on vast datasets comprising both text and code, have shown ex-
ceptional proficiency across a wide array of language processing tasks, such as text 
generation, translation, and question answering [3]-[6]. This extensive capability 
positions them as powerful tools capable of addressing diverse educational needs, 
from creating personalized learning environments to supporting sophisticated in-
telligent tutoring systems [7]-[9]. These models not only generate adaptive learn-
ing materials but also provide real-time feedback, allowing for the personalization 
of educational content based on individual learning styles and teaching strategies 
[10]-[14]. Furthermore, their integration with pedagogical frameworks such as 
the Pedagogical Chain-of-Thought (PedCoT) enhances their ability to support 
reasoning and instructional capabilities in educational settings. 

One of the most promising applications of LLMs in education is their ability to 
support personalized learning by adapting to the unique learning styles and needs 
of individual students. This adaptability allows LLMs to significantly enhance the 
effectiveness of educational interventions. They provide immediate, contextually 
relevant feedback, thereby allowing educators to deliver more targeted instruction 
[15] [16]. Moreover, the integration of personalized video learning and prompt 
optimization techniques further augments the capacity of LLMs to create tailored 
educational content and experiences [17] [18]. 

LLMs are built upon foundational advancements in AI, particularly the devel-
opment of transformer architectures that enable complex language tasks with re-
markable accuracy [19]. The introduction of techniques like tokenization, parsing, 
and semantic analysis has further refined the ability of these models to process 
and generate human-like text, which is crucial for their application in educational 
settings [20] [21]. These advancements make LLMs highly adaptable, allowing 
them to cater to diverse educational requirements across various subjects and 
grade levels. 

This paper provides a comprehensive survey of the current state of LLMs in 
education, focusing on several key areas. We begin with an exploration of Knowledge 
Editing Techniques (KME), essential for keeping LLMs up-to-date with the latest 
information. Next, we analyze the datasets utilized for evaluating LLM perfor-
mance in educational tasks, such as question answering and error correction [22]. 
The core capabilities of LLMs, including their application in mathematics, writ-
ing, programming, and reasoning, are critically examined [23]. In addition, we 
explore advanced techniques such as the Mixture-of-Experts (MoE) framework and 
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the unified LLM approach, which offer novel solutions for personalized learning 
[24]. The introduction of the Pedagogical Chain-of-Thought (PedCoT) frame-
work is high-lighted as a key innovation in improving reasoning and instructional 
capabilities of LLMs [25]. Furthermore, this survey delves into the integration of 
personalized learning systems with video generation and prompt optimization, 
emphasizing the transformative potential of these technologies in educational 
contexts [26]. 

However, several challenges have emerged regarding the application of LLMs 
in education. Studies such as [1] highlight issues like bias, factual inaccuracies, 
and the lack of interpretability, which can undermine trust in these tools. There 
are also concerns that relying too heavily on LLM-generated answers may hinder 
students’ critical thinking. Similarly, [16] emphasizes the difficulty of creating 
personalized learning experiences without extensive personal data and the high 
computational costs, further complicating large-scale adoption. Addressing these 
challenges is essential for the successful integration of LLMs into personalized 
learning environments. 

By critically examining the current landscape and future directions, this paper 
aims to pave the way for the responsible and effective integration of LLMs into 
the educational ecosystem, ensuring that they serve as powerful tools for enhanc-
ing learning outcomes while addressing the associated challenges [27]. 

Figure 1 provides an overview of the representative works in this domain, cat-
egorized based on their technical and pedagogical categories. 

2. LLM Models 

This section delves into the intricacies of LLM inference, the challenges posed by 
computational demands, and the strategies for fine-tuning these models to en-
hance their educational utility. 

2.1. Theoretical Background 

The theoretical foundation of Large Language Models (LLM models) is rooted in 
deep learning, specifically the transformer architecture introduced by [19]. LLM 
models, such as GPT-41 and BERT2 [141], are highly parameterized neural net-
works designed to process and generate natural language text. These models 
leverage self-attention mechanisms, which allow them to capture long-range 
dependencies within text sequences efficiently, unlike earlier models such as 
RNNs3 or LSTMs4. The scale of LLM models enables them to learn intricate pat-
terns in language by training on vast amounts of data. This process, known as 
unsupervised pretraining, equips LLM models with general language understand-
ing capabilities, which can then be fine-tuned on specific tasks through supervised  

 

 

1https://openai.com/index/gpt-4/.  
2https://huggingface.co/docs/transformers/en/model_doc/bert.  
3Recurrent Neural Network. 
4Long Short-Term Memory. 
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Figure 1. Representative works of LLMs for education alignment. 

 
learning. Additionally, theoretical advancements in model optimization, such as 
gradient descent and distributed training, have made it possible to scale these 
models effectively. 

2.2. Model Inference 

The process of inference, which is fundamental to their ability to derive meaning 
from complex data such as student interactions with learning materials, is a 
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crucial aspect of this understanding. By examining LLM inference, a framework 
was developed for evaluating current research on their application in educational 
settings, as outlined in [142]. This framework will elucidate the various inference 
methods utilized and their impact on educational outcomes. Moreover, a compre-
hensive examination of LLM inference will elucidate the challenges and prospects 
inherent in integrating these models into educational settings [143]. By elucidat-
ing these aspects, we can establish a foundation for future research and pedagog-
ical practices that fully leverage the capabilities of LLMs to enhance the learning 
experience [144]. 

The broader adoption of LLMs in educational settings is constrained by their 
substantial computational and memory demands during the inference process [6]. 
This section explores the challenges, recent developments, and practical consid-
erations associated with LLM inference within educational contexts, as outlined 
by [145]. 

2.2.1. Challenges in LLM Inference for Education 
Realizing the potential of the LLM requires overcoming notable obstacles associ-
ated with computational constraints and the intricacies of controlling these mod-
els [3] [4]. 

One significant obstacle is the extensive computational resources that LLMs re-
quire for inference [6]. These models, often involving billions of parameters, often 
overwhelm traditional computing systems. This issue is particularly evident in ed-
ucational contexts where high-performance computing accessibility may be re-
stricted. For instance, expansive models such as LaMDA-137B5 or LLaMa-70B6 
can surpass the Video RAM (VRAM) capacity of standard computers [5], imped-
ing their utilization in educational institutions and home learning settings. More-
over, the sheer volume of parameters can notably decelerate response times, dis-
rupting the learning process. Addressing the optimization of inference in such 
resource-limited environments requires further research and development en-
deavors [7]. 

Prompting LLMs poses an additional layer of complexity beyond computa-
tional constraints [8]. The construction of a prompt serves as a guiding principle 
for the model’s generation, although its unpredictable nature can introduce chal-
lenges during inference. Anticipating the length and intricacy of an LLM’s output 
in advance is a challenging task [9]. This variability results in challenges in effec-
tively managing memory and computational resources. If the response exceeds 
expectations, models may face memory constraints, or conversely, may underuti-
lize resources with a shorter response. Furthermore, LLMs exhibit high sensitivity 
to even subtle prompt variations, emphasizing the need for careful prompt design 
to align with the desired learning objectives and prevent unintended results [10]. 

 

 

5LaMDA-137B is a large-scale language model developed by Google, specialized for dialog applica-
tions, consisting of 137 billion parameters. 
6LLaMA-70B is a large language model developed by Meta, consisting of 70 billion parameters. 
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2.2.2. Model Compression Techniques for Efficient LLM Inference in  
Education 

LLMs provide a set of tools for individualized learning via inference7, which in-
volves generating responses or predictions based on input data [146]. Neverthe-
less, the considerable size of their parameters may present notable obstacles for 
educational purposes, especially within settings with limited resources. Recent 
studies have delved into a variety of model compression methods tailored specif-
ically for LLMs to tackle these challenges, with the goal of improving inference 
efficiency while maintaining performance standards [147]. 

Quantization: Quantization is a technique that reduces the precision of the 
model’s parameters, typically from 32-bit floating-point numbers to lower preci-
sion formats like 8-bit integers [11]. This significantly reduces memory footprint 
and improves inference speed, making LLMs more amenable to deployment in 
resource-constrained educational settings. Studies have shown that quantization 
techniques can achieve significant compression ratios while maintaining accepta-
ble levels of accuracy in LLM inference tasks [12]. 

Pruning: The objective of pruning is to identify and remove any redundant or 
superfluous parameters within the LLM framework. This procedure results in a 
reduction in model size and computational complexity, consequently leading to 
quicker inference times [28]. The methodologies for pruning commonly entail the 
assessment of the contribution of individual parameters to the overall perfor-
mance of the model, followed by the selective elimination of those with minimal 
impact. Recent studies have explored a range of pruning approaches tailored to 
LLMs, considering their unique architectural and training characteristics [29]. 

Knowledge Distillation: Knowledge distillation is a methodology in which a 
smaller, more streamlined model, known as the student model, acquires knowledge 
from a larger, already trained model, which is referred to as the teacher model 
[31]. Throughout the process of distillation, the student model undergoes training 
not solely based on the original training data but also on the “soft” results (prob-
ability distributions) produced by the teacher model [32]. This approach enables 
the student model to assimilate the expertise and competencies of the larger model 
in a more concise manner, thereby facilitating efficient inference for educational 
purposes [33]. 

2.3. Fine-Tune a Model for Education 

The broad applicability of LLM hinders their performance in particular domains 
such as education. The method of fine-tuning, which exploits pre-existing LLMs 
and customizes them for particular tasks, presents a strategy for educational pur-
poses [148]. 

2.3.1. Instruction Fine-Tuning for Educational Tasks 
Traditional fine-tuning is dependent on extensive datasets containing labeled 

 

 

7Inference in the context of LLM refers to the process by which the model generates predictions or 
responses based on input data, leveraging the knowledge encoded within its parameters. 
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instances. However, within the realm of education, the acquisition of high-caliber 
labeled data can prove to be both costly and time-intensive. An alternative ap-
proach known as instruction fine-tuning has emerged, which involves the utiliza-
tion of natural language instructions to direct the Language Model (LLM) towards 
the desired results [34]. This particular technique empowers educators to capital-
ize on their expertise by crafting precise instructions for the LLM, thereby dimin-
ishing the need for pre-labeled data. To illustrate, an educator could furnish an 
instruction such as “Compose a concise historical overview of the French Revolu-
tion comprising 200 words” to fine-tune an LLM for tasks related to summarizing 
historical texts [35]. 

2.3.2. Curriculum-Based Fine-Tuning for Educational Progression 
Educational content is constructed upon existing knowledge. Conventional fine-
tuning often views educational assignments as separate units. The method of cur-
riculum-based fine-tuning tackles this issue by integrating a learning progression 
into the fine-tuning procedure [38]. In this context, the Language Model (LLM) 
is exposed to a series of increasingly intricate assignments that mirror a student’s 
educational path. This strategy aims to enhance the LLM’s capacity not only to 
respond to queries but also to showcase a comprehension of fundamental princi-
ples and the capability to apply knowledge across diverse assignments [39]. 

3. Knowledge Editing for LLM 

The efficacy of models is significantly contingent upon the quality and compre-
hensiveness of the training data. Given the perpetual generation of new infor-
mation globally, LLMs run the risk of becoming obsolete, thereby yielding outputs 
that are erroneous or deceptive. Knowledge-based Model Editing (KME) presents 
a promising remedy to mitigate this challenge [22] [48] [149]. 

KME techniques aim to update pre-trained LLMs efficiently and precisely with 
new knowledge. This helps LLMs to enhance their performance in education-re-
lated applications like question answering and tutoring systems [22]. 

Here’s a closer look at KME8 in the context of LLMs for education: 
Maintaining LLM Accuracy in Education: Educational content evolves with 

new discoveries, facts, and perspectives. KME ensures LLMs in education access 
the latest information. Crucial for tasks like question answering, where students 
rely on the LLMs to provide accurate and up-to-date answers [42]. 

Continuously Updating Science LLMs: The integration of the Knowledge 
Management Engine (KME) with a Learning Management System (LMS) in a sci-
ence classroom offers the potential for continuous updating of the LMS with the 
latest scientific discoveries. The objective of this process is to provide students 
with access to the most up-to-date information. To illustrate, in the event of a new 

 

 

8Knowledge Model Editing (KME) is a comprehensive approach that aims to precisely modify pre-
trained language models to incorporate new knowledge while preserving existing information, ad-
dressing specific needs such as reducing biases, correcting errors, or updating factual knowledge. 
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species being identified, the KME can be employed to incorporate this infor-
mation into the LLM, thus enabling it to respond accurately to student queries 
regarding the newly discovered species [48]. 

Challenges and Considerations: Although KME shows promise for educa-
tional LLMs, it is important to consider the challenges that may arise. It is of par-
amount importance to achieve a balance between editing specific knowledge (lo-
cality9) and maintaining overall model performance (generality). This is a crucial 
point that has been highlighted by [48]. Furthermore, it is imperative to guarantee 
the resilience of the edits against the influence of misinformation and bias in ed-
ucational contexts, as elucidated by [50]. 

4. Content Generation with LLM 

This section delves into various applications of LLMs in content generation, high-
lighting their impact and challenges across different domains, including video 
generation, quiz creation, plan development, and feedback provision. 

4.1. Video Generation with LLM 

The reviewed works examine the capability of LLMs in the context of video gen-
eration, situating them within the broader domain of generative AI (GAI) tech-
niques for video creation, as outlined by [55] [56]. It is worth noting that the paper 
identifies two significant challenges: maintaining temporal consistency, which en-
tails ensuring smooth and realistic transitions between video frames, and the high 
computational demands required for processing and generating video content us-
ing LLMs [53] [54]. To address these challenges, the paper references various 
strategies, including temporal attention layers and specialized training datasets 
[57]. 

4.2. Quiz Generation 

In their study, [58] developed an AI-based quiz generation system using GPT-4 
and the Math-Vista dataset10. This system was designed to enhance personalized 
learning through the use of adaptive quizzes. [59] employs reinforcement learning 
with the FLAN-T5 model to enhance the accuracy of questions. In a recent study, 
[60] explored the integration of LLMs and knowledge graphs11 in cybersecurity 
education, with the aim of enhancing the accuracy and engagement of the educa-
tional content. 

4.3. Plan Generation 

[61] presents a framework for the generation and evaluation of teaching plans 

 

 

9Locality refers to the precise update of specific knowledge within the model, while generality involves 
preserving the model’s overall performance across a broad range of tasks. 
10MathVista is a benchmark designed to evaluate the mathematical reasoning abilities of LLMs in vis-
ual contexts, consisting of 6,141 examples derived from diverse multimodal datasets. 
11Knowledge graphs are structured representations of knowledge that connect information across dif-
ferent domains, enhancing the context and accuracy of educational content generated by LLMs. 
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utilising GPT-4. It identifies strengths in the setting of objectives and the organi-
sation of activities, while also proposing improvements in teacher training and 
personalised instructional design. In their discussion of LangChain’s LLM-pow-
ered chatbot, [62] highlight how this technology can enhance engagement, com-
prehension, and accessibility. This is achieved by analysing multimedia syllabus 
content12, which allows for the delivery of personalised responses and a reduction 
in study time. In their study, [63] investigate the use of T513 and GPT-3.514 for the 
generation of student plans for adaptive scaffolding in game-based learning. Their 
findings demonstrate an effective alignment of LLM capabilities with pedagogical 
goals, which enhances self-regulated learning. 

4.4. Feedback Generation 

A review of the literature on LLM-based feedback generation reveals several key 
trends and challenges. The study by [64] explores the impact of diverse prompting 
strategies for LLMs on the quality of essay scoring and feedback generation. The 
study finds that, while LLMs enhance feedback quality, the impact of integrated 
scoring on feedback is minimal. As evidenced by [65], there is a pressing need for 
evidence-based approaches to enhance the quality of LLM feedback in educational 
contexts. This can be achieved by integrating intelligent tutoring systems and 
learning sciences. As demonstrated by [66], distinguishing between directional 
and non-directional feedback15 is crucial in understanding the impact of LLM-
based feedback on performance. As evidenced by the findings of [67], there are 
both advantages and limitations to the use of LLM-generated feedback in the con-
text of programming courses. The optimal approach, it suggests, is to combine 
this with automated test-based feedback (ATF)16 in order to achieve comprehen-
sive results. In their research, [68] discuss OpineBot, a conversational LLM that 
enhances student engagement and feedback quality through interactive feedback 
processes. Both [67] and [69] examine the role of LLMs, such as ChatGPT17, in 
providing feedback for concurrent programming. They identify significant limi-
tations in the accuracy of error detection, underscoring the need for further re-
finement and integration with existing systems to ensure the reliability of feedback 
18. 

5. Datasets for Education Overview 
This section provides an overview of how datasets can be leveraged in education, 

 

 

12Multimedia content, including text, video, and interactive elements, supports personalized learning 
by catering to different learning styles and improving engagement, which can reduce the time needed 
to master content. 
13https://huggingface.co/docs/transformers/model_doc/t5. 
14https://platform.openai.com/docs/models/gpt-3-5-turbo. 
15Directional feedback provides specific guidance on how to improve, while non-directional feedback 
is more general and evaluative, influencing how effectively students can apply corrections. 
16ATF involves the use of predefined tests to automatically assess and provide feedback on a student’s 
work, complementing LLM-generated feedback by ensuring accuracy and thoroughness. 
17https://www.openai.com/chatgpt. 
18Accurate error detection is essential in educational feedback as it directly impacts a student’s ability 
to correct mistakes and improve learning outcomes. 
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covering their application in research, the development of LLM-based educational 
tools, and data augmentation techniques. 

5.1. Dataset for Answering Research Questions 

The KIWI dataset, introduced by [70], addresses this issue by focusing on know- 
ledge-intensive writing tasks, such as revising long-form answers to research ques-
tions with expert-issued instructions [71]. The instructions include directives for 
information-seeking, stylistic modifications, and precise edits. The extant litera-
ture indicates that current LLMs, including GPT-4, are unable to perform these 
tasks adequately, particularly with regard to integrating new information and fol-
lowing precise edits. This evidence serves to underscore the challenges these mod-
els face in maintaining coherence [72]. The KIWI dataset offers invaluable insights 
for the development of LLMs that can effectively support educational applications. 

5.2. Datasets Generation for LLM-Based Educational 

The reviewed article elucidates the contemporary landscape of datasets and 
benchmarks utilized to evaluate the performance of LLM in educational contexts, 
as referenced in [150]. It underscores the extensive range of educational LLM ap-
plications, which encompass student data, learning resources, and educational 
game data [151]. Nevertheless, the emphasis remains on text-rich tasks where 
LLMs demonstrate particular proficiency, as evidenced by the findings of [152]. 

In their study, authors identify several publicly available datasets and bench-
marks designed for evaluating LLMs in specific educational tasks [92]. These da-
tasets primarily target the following areas: 
• Question-solving (QS): This is a pervasive task for both education and NLP, 

and a plethora of datasets exist for the purpose of evaluating a system’s capacity 
to transform a narrative description into a mathematical expression (e.g., word 
problems) [73]. Some datasets incorporate supplementary complexities, such 
as images, tables, and scientific textbook passages, in conjunction with textual 
descriptions [74]. 

• Error correction (EC): In order to facilitate error correction, it is essential to 
ensure that large language models are trained on diverse datasets. In the con-
text of foreign language training, the incorporation of datasets containing 
grammatical and spelling errors proves beneficial for LLMs, as it facilitates 
their ability to identify and rectify mistakes, thereby aiding language learners 
[77]. In the field of computer science, the inclusion of erroneous code in train-
ing datasets enables LLMs to gain an understanding of fundamental coding 
principles, thereby facilitating the detection and recommendation of fixes for 
such bugs [78]. These capabilities render LLMs a valuable asset for program-
mers striving to enhance code quality [79]. 

• Teacher-Assisting Tasks: Researchers are creating specialized training datasets 
for teacher-assisting tasks19 [80]. One area is question generation (QG), where 

 

 

19Teacher-assisting tasks, like question generation and automatic grading, benefit significantly from 
tailored datasets. 
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datasets evaluate an LLM’s ability to create educational questions based on a 
learning context [81]. For instance, an LLM could generate multiple-choice 
questions after a lecture, allowing teachers to focus on other instructional as-
pects [82]. Another area is automatic grading (AG), with datasets assessing 
LLMs’ effectiveness in grading assignments like essays [83]. While not replac-
ing human evaluation, LLMs could handle initial grading, enabling teachers to 
provide more personalized feedback [81]. 

5.3. Data Augmentation 

[84] presents a new data augmentation method for few-shot named entity recog-
nition (NER) using LLMs to address limited labeled data [85]. Traditional few-
shot NER depends on manually curated datasets, which are costly and time-con-
suming [86]. LLM-DA20 generates high-quality synthetic data to augment existing 
datasets [87]. It prompts LLMs to create text with specific named entities21 based 
on user instructions [89], expanding training data for NER models [84] [88]. The 
authors’ evaluation on benchmark NER datasets22 shows significant improve-
ments in few-shot NER performance over baseline models, indicating LLM-DA’s 
promise for enhancing NER models with limited labeled data. 

6. Pedagogical Alignment of LLM 

To understand the pedagogical alignment of LLMs, we will explore their founda-
tional capabilities, examine the potential of LLM-based education systems, and 
discuss the pedagogical chain-of-thought for detecting reasoning mistakes. 

6.1. Foundational Capabilities 

Building an LLM-based educational system hinges on the development of several 
core capabilities. Here, we explore these foundational functionalities, drawing in-
sights from the work of [153]. 

6.1.1. Mathematics 
While LLMs are capable of performing basic calculations with a reasonable de-
gree of accuracy, their performance deteriorates as the complexity of the problems 
increases [90]. Complex mathematical reasoning, such as solving problems typ-
ically encountered in college-level courses or proving theorems, remains a signif-
icant challenge for these systems, as evidenced by recent studies [104]. 

An area of significant potential for advancement lies in multi-modal integra-
tion, which entails enabling LLMs to process problems that combine text and vis-
uals, such as those encountered in geometry [91]. However, this area faces 

 

 

20LLM-DA is a data augmentation technique using LLMs’ rewriting capabilities and extensive 
knowledge. 
21Named entities refer to specific entities such as people, organizations, locations, etc., which are cru-
cial for various NLP tasks, including information extraction and question answering. 
22The benchmark NER datasets used for evaluation include widely recognized datasets like CoNLL-
2003 and OntoNotes 5.0. 
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challenges related to the sheer amount of data required to train LLMs effectively 
for such tasks [92]. 

6.1.2. Writing 
The LLM’s capacity to summarize text can prove invaluable for students grap-
pling with the challenge of distilling information into a concise form, as evidenced 
by the findings of [91]. However, for educational purposes, it is imperative to de-
velop enhanced evaluation metrics that extend beyond the mere measurement of 
factual accuracy [93]. The capture of elements such as the maintenance of pivotal 
concepts, clarity, and relevance to the learning objective is vital to guarantee that 
these summaries genuinely facilitate comprehension [92]. 

By identifying and suggesting corrections, LLM can provide valuable feedback 
to students engaged in the process of developing their writing skills [72]. However, 
it is essential to recognize that LLM-based correction tools may occasionally result 
in overcorrection or lack of precision [95]. Consequently, integrating such tools 
should be undertaken with caution, emphasizing human oversight and fostering 
the development of students’ critical review skills [94]. 

6.1.3. Programming 
LLM’s capabilities are currently limited [93] [96]. Training them to write code 
effectively often requires extensive datasets, and they can struggle with complex 
algorithms [90]. However, LLMs show promise in refining existing code. They 
can identify and suggest improvements [97], but further research is needed to en-
sure these suggestions are interpretable by human programmers and don’t com-
promise code efficiency [92]. 

6.1.4. Reasoning 
LLMs demonstrate good ability in problem-solving, particularly when aided by 
well-designed prompts and their vast pre-trained knowledge, but currently face 
limitations in handling implicit reasoning and complex scenarios. This lack of 
ability to explain their thought processes or provide clear guidance can hinder 
their effectiveness in certain educational settings. For LLMs to truly excel as edu-
cational tools, further research is needed to bridge the gap between their impres-
sive capabilities and the need for transparent and comprehensive reasoning, espe-
cially when tackling intricate problems [92]. 

6.1.5. Knowledge-Based Question Answering (KBQA) 
One significant concern with LLM is their susceptibility to generating inaccurate 
or misleading information, sometimes referred to as “hallucinations”23. Improv-
ing answer accuracy and implementing methods for real-world information ver-
ification are crucial steps towards ensuring LLMs provide learners with trustwor-
thy information (as discussed in [100]). 

 

 

23The study of hallucinations in LLMs originated from a focus on natural language generation tasks, 
with early attention drawn by researchers like [99]. 
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When it comes to answering open-ended questions (KBQA), two promising 
approaches are emerging: information retrieval from web sources (Open-domain) 
[101] and integration with domain-specific knowledge bases [102]. However, 
both approaches necessitate careful consideration to avoid perpetuating misinfor-
mation (as explored in [98]). 

While these models hold potential for educational applications, addressing the 
limitations mentioned above is critical for their successful implementation in 
classrooms, as emphasized in [103] [105]. 

6.2. Potential of LLM-Based Education System 

LLMs can revolutionize online education by understanding a wide range of stu-
dent questions [103], similar to human teachers. They aim to provide support 
across different subjects and skill levels. [92] proposes two approaches for creating 
LLM-based education systems: 

6.2.1. Unified Approach 
This straightforward approach involves training a single, comprehensive LLM to 
handle questions from various subjects. Students can directly interact with this 
LLM, asking questions just as they would a human teacher. Research suggests 
promise for LLMs in some educational tasks, such as improving teaching strategies 
[92]. However, challenges remain in areas requiring deeper understanding, like 
grading student work or creating new problems [92]. 

6.2.2. Mixture-of-Experts Approach 
The Mixture of Experts (MoE) framework addresses the limitations of single-pur-
pose LLMs by using multiple specialized models for different subjects such as 
math, science, and history [109] [110]. An LLM controller coordinates student 
interactions with these experts, ensuring relevant responses by reformatting re-
quests and aggregating outputs [111]. This approach simplifies training and lev-
erages LLM strengths while mitigating their weaknesses, despite challenges in 
communication between the controller and expert models [26]. The MoE frame-
work promises effective LLM-powered educational assistants tailored to diverse 
learning needs [92] [112]. 

6.3. Pedagogical Chain-of-Thought 

The Pedagogical Chain-of-Thought (PedCoT) framework is highlighted across 
several studies as a crucial approach to enhancing reasoning and instructional ca-
pabilities of LLMs in various educational contexts. [113] discusses how PedCoT, 
combined with educational principles like Bloom’s Cognitive Model, significantly 
improves the detection and correction of mathematical reasoning mistakes by 
LLMs. Other studies, such as [115], explore its application in automated grading 
systems, where structured reasoning processes are integrated to enhance the ac-
curacy of student assessments in Earth Science. Similarly, [114] introduces the 
Chain of Thought with Landmarks (CoTL) to improve navigation instruction 
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generation, further aligning with the PedCoT framework by embedding struc-
tured, step-by-step reasoning. 

Additionally, [154] examines neuron activation in LLMs to understand the ef-
fectiveness of CoT prompting in arithmetic reasoning, offering insights into the 
underlying mechanisms that support the PedCoT approach. This is comple-
mented by [155], which applies CoT reasoning to manage complex dialogues in 
sales scenarios, demonstrating its broader applicability. 

[156] introduces a hierarchical graphical model to explain how LLMs generate 
coherent chains of thought during reasoning tasks, emphasizing the role of con-
text and ambiguity in successful CoT generation, thus providing a theoretical 
foundation for educational applications. The AuRoRA platform presented by 
[157] and the structured CoT approach discussed by [158] both aim to refine and 
enhance the reasoning capabilities of LLMs in educational settings. Finally, 

[159] provides a comprehensive survey of CoT reasoning techniques, catego-
rizing them and emphasizing their importance in advancing personalized learning 
experiences through the PedCoT framework, while [116] highlights the usefulness 
of CoT reasoning to enhance transparency and accuracy in LLMs within an edu-
cational context, building user trust by justifying AI-driven decisions and ensur-
ing alignment with educational goals. 

6.4. Pedagogical LLMs with Human-Computer Interface 

Integrating Human-Computer Interface (HCI) with LLMs in education seeks to 
create more interactive and personalized learning experiences. [117] discusses 
how LLMs can enhance pedagogical tools by providing adaptive learning environ-
ments tailored to individual student needs, emphasizing the importance of align-
ing educational content with LLM capabilities to improve learning outcomes. Ad-
ditionally, Dimbisoa et al. [118] focuses on developing platform-independent 
metamodels for UI components, ensuring reusability and adaptability across var-
ious educational platforms. This combination of HCI design principles and LLM 
capabilities has the potential to create sophisticated educational tools that are both 
user-centric and pedagogically effective. 

7. Personalized Learning 
7.1. Syllabus and Plan Based Personalized Learning 

[61] explores LLMs’ capabilities in creating high school math teaching plans, ex-
celling in setting learning objectives and organizing instructional content, though 
needing improvements in cultural context and interdisciplinary assessments. Sim-
ilarly, [119] introduces a Personalized Learning System (PLS) that leverages LLMs 
and web technologies to generate tailored educational content such as summaries, 
quizzes, and answer keys, adapting to individual learning styles and providing 
real-time feedback. Despite occasional inaccuracies in generated content, these 
systems demonstrate significant promise in enhancing personalized education, 
optimizing exam preparation, and fostering individualized academic success. 
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7.2. Personnalized Learning through Knowledge Graphs 

[120] highlights the importance of providing clear and accurate explanations for 
personalized learning recommendations. Using Knowledge Graphs (KGs) to pro-
vide factual context for LLM prompts, this approach reduces errors and increases 
the relevance of explanations, enhancing student engagement and understanding. 
Similarly, [121] explores personalized learning through KGs and LLMs, empha-
sizing components like LLM-generated flashcards and Dynamic Competence 
Maps (DCMs) to tailor content to individual learners, creating a cost-effective and 
adaptive learning experience. [122] discusses integrating personalized learning 
within intelligent tutoring systems, using LLMs to assess students’ cognitive and 
affective states and learning styles, delivering customized instructional strategies 
to enhance engagement and effectiveness. Lastly, [123] focuses on integrating 
Generative AI, including LLMs and diffusion models, in educational platforms to 
overcome language barriers and create tailored educational content, addressing 
ethical concerns and biases to ensure fairness and accuracy in personalized learn-
ing. 

7.3. Personalized Learning through Retrieval-Augmented  
Generation (RAG) 

[124] discusses personalized learning within the context of improving response 
generation in language models. The ERAGent framework introduces a Personal-
ized LLM Reader module that tailors responses based on user profiles, which are 
dynamically updated by the Experiential Learner module, learning from historical 
interactions to refine the AI’s understanding of individual preferences. This ap-
proach ensures responses are accurate and aligned with user needs, enhancing 
overall user experience and model efficiency. Similarly, [125] explores advance-
ments in personalized learning through the automated creation of multiple-choice 
questions (MCQs). MCQGen leverages a LLM combined with retrieval-augmented 
generation and advanced prompt engineering techniques to generate relevant and 
challenging MCQs tailored to individual learning paces and comprehension lev-
els, providing a customized learning experience. 

8. Personalized Learning by Video 

Personalized Learning with Adaptive Video: Adaptive video learning leverages 
AI to create interactive and personalized learning experiences for children, en-
hancing engagement and effectiveness through tailored feedback and tasks [126]. 
Optimal learning can be achieved at playback speeds of 1.25× and 1.5×, as sup-
ported by cognitive load theory24, which varies by student ability and major [127]. 
Recommendation methods using collaborative filtering algorithms improve the 
accuracy and efficiency of video recommendations by analyzing learner preferences, 

 

 

24Cognitive load theory suggests that varying playback speeds can optimize the processing of infor-
mation by balancing the cognitive demands placed on learners. 
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making learning more tailored [128]. Additionally, FedABR, a personalized fed-
erated learning25 approach for adaptive video streaming, enhances personalized 
learning by training a global model that adapts to various network conditions 
without compromising user privacy, maximizing user Quality of Experience 
(QoE) through customized bitrate selection [129]. Finally, adaptive video technol-
ogy customizes content delivery based on individual needs, significantly enhanc-
ing engagement and learning outcomes [130]. 

Personalized Video and Recommendation Systems: A meta-learning frame-
work enhances Quality of Experience (QoE) in personalized 360-degree video 
streaming by using a metabased LSTM for accurate viewport prediction and meta-
based reinforcement learning for bitrate selection, quickly adapting to user pref-
erences [131]. For personalized video recommendations, a system using the 
DBSCAN26 clustering algorithm constructs user profiles from attributes and be-
havior data, effectively clustering users to recommend relevant educational vid-
eos, thus improving the accuracy and relevance of recommendations [132]. Edu-
cational video games designed with adaptive learning scenarios show how person-
alized puzzle games enhance game-based learning by adjusting content and diffi-
culty based on student performance, supporting dynamic personalization and ad-
aptation [133]. Additionally, personalized learning for adaptive video generation 
is advanced through a memory-augmented GAN, which creates high-quality talk-
ing face videos with individualized head poses, enhancing realism with attention 
mechanisms and memory networks for identity feature retrieval [134]. 

9. Prompt Optimization Applied to Education 

The literature highlights the integration of LLMs like ChatGPT in various educa-
tional settings, emphasizing prompt engineering for personalized learning. [135] 
introduces CourseGPT-zh, which constructs high-quality question-answer pairs 
by mining textbook knowledge and optimizing prompts through LLM-as-Judge27, 
enhancing response quality and alignment with user needs. [136] examines gen-
erative AI tools in computing education, revealing both benefits and concerns 
from interviews with students and instructors. [137] and [138] explore LLMs in 
academic and medical education, respectively, focusing on pedagogical align-
ment, ethical use, academic integrity, and data privacy. They highlight the need 
for effective prompt design to maximize educational benefits. [160] discusses 
prompt engineering in generating educational questions, emphasizing AI-teacher 
collaboration and the importance of few-shot learning. [139] investigates LLMs in 

 

 

25Federated learning allows models to be trained across multiple decentralized devices without sharing 
data. 
26“Density-Based Spatial Clustering of Applications with Noise” is a clustering algorithm that groups 
users based on similarities in their behavior, allowing for more personalized and accurate recommen-
dations by identifying patterns in the data. 
27The “LLM-as-Judge” mentioned in the original article refers to the use of a large language model as 
an evaluator to assess the quality of responses generated by other models, focusing on alignment with 
human preferences and factual accuracy. 
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computer programming education, emphasizing systematic categorization of 
prompts and the continuous refinement to enhance learning outcomes. 

[140] underscores the integration of prompt engineering into medical educa-
tion, highlighting trends, challenges, and the potential for personalized, interac-
tive learning experiences. 

10. Challenges, Trends & Future Directions 

This section focuses on the critical challenges, emerging trends, and possible fu-
ture directions for the integration of Large Language Models (LLMs) in educa-
tional contexts. It examines the technical and pedagogical barriers to their wide-
spread adoption, evaluates current strategies and innovations aimed at overcom-
ing these barriers, and outlines areas where further research is essential to unlock 
the full potential of LLMs in transforming personalized learning experiences. 

LLM Models Despite its widespread adoption in education, it is hampered by 
major technical challenges, such as high computational resource demands during 
inference, which limits their deployment in resource-constrained educational en-
vironments. Compression techniques such as quantization, pruning, and knowledge 
distillation are being explored to enhance the efficiency of LLM inference without 
compromising performance . Additionally, personalized fine-tuning using natural 
instruction-based and curriculum-based approaches shows promising potential 
for improving the relevance and effectiveness of LLMs in specific educational con-
texts. 

Future research should focus on resource optimization, improving prompt ro-
bustness, and long-term evaluation of the impact of LLMs on learning outcomes. 

Knowledge Editing for Large Language Models One promising trend is 
Knowledge-based Model Editing (KME), which focuses on updating pre-trained 
LLMs with new information, ensuring they remain accurate and relevant for ed-
ucational purposes. This technique allows LLMs to stay current on various topics, 
improving their performance in downstream educational applications. However, 
the widespread adoption of LLMs in education is challenged by the need for con-
tinuous updates and the computational resources required for such tasks. The 
practical implementation of KME and other techniques is complex and resource-
intensive, despite their potential for maintaining LLM accuracy. 

However, the balance between locality (specific knowledge updates) and gener-
ality (over-all model performance) remains a significant challenge. Additionally, 
ensuring that updates are robust against misinformation and bias is crucial, espe-
cially in educational settings. Gaps in the current literature include the need for 
more efficient update mechanisms and strategies to mitigate biases and misinfor-
mation. Future research should focus on optimizing these update processes and 
exploring long-term impacts on learning outcomes. 

Content Generation with LLM The analysis of recent studies on LLMs in ed-
ucational content generation identifies trends in video generation, quiz creation, 
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plan development, and feedback. A consistent challenge is maintaining high-qual-
ity outputs, such as temporal consistency in videos, accuracy in quizzes, and align-
ment of teaching plans with pedagogical goals. Advanced methods like reinforce-
ment learning and knowledge graph integration are proposed to enhance LLM 
effectiveness. The literature also emphasizes adaptive learning, where personal-
ized content generation improves engagement and outcomes. 

Despite these advancements, with some providing robust frameworks, while 
others show issues in scalability and reliability, particularly in feedback genera-
tion. Reliance on specific datasets and high computational demands suggest the 
need for sustainable solutions. The literature also lacks focus on the long-term 
impact of LLMs on educational outcomes, indicating future research should pri-
oritize longitudinal studies and integration with existing systems to validate effi-
cacy. Optimizing LLMs for diverse learning environments and ensuring ethical 
deployment remain crucial areas for future investigation. 

Datasets for Education Overview The synthesis of research on datasets for ed-
ucational applications of Large Language Models (LLMs) highlights trends in de-
veloping datasets that capture the complexities of human instruction. Studies like 
those on the KIWI dataset focus on refining LLMs for knowledge-intensive tasks, 
showing current models’ struggles with integrating new information and coher-
ence. There is also a growing use of specialized datasets for question-solving and 
teacher-assisting tasks, essential for advancing LLM capabilities in education. 
However, these datasets often remain narrow, limiting broader applicability in di-
verse educational scenarios. 

Some datasets, such as those for question generation and error correction, en-
hance LLM performance, while others face limitations in scalability and real-
world applicability. Many studies lack evaluations across diverse contexts, high-
lighting the need for more inclusive datasets. Unresolved questions about the 
long-term effectiveness and ethical implications of LLM-based tools underscore 
the need for future research to focus on diverse datasets and longitudinal studies 
to validate LLM impacts in education. 

Pedagogical alignment of LLM The review of studies on the pedagogical align-
ment highlights key trends, particularly in foundational skills like mathematical 
reasoning, writing, programming, and KBQA. LLMs show promise in basic tasks 
but struggle with complex mathematical reasoning and writing error correction. 
Challenges include the integration of multimodal data and the development of 
robust evaluation metrics for educational relevance. 

LLMs’ potential in programming is more evident in refining existing code than 
in generating complex algorithms. 

Critical evaluations reveal significant gaps. Some studies propose innovative 
approaches, like the Mixture-of-Experts (MoE) framework, addressing LLM 
shortcomings, but issues of scalability and real-world applicability persist, partic-
ularly in handling implicit reasoning. The problem of LLM “hallucinations” re-
mains critical, requiring further research for more reliable educational tools. 
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Unresolved questions, such as the long-term effectiveness of LLMs in diverse 
learning environments and ethical considerations, underscore the need for more 
comprehensive studies. 

Personalized Learning The synthesis of research on personalized learning 
through LLMs highlights significant trends, especially in integrating LLMs with 
personalized learning systems, knowledge graphs, and retrieval-augmented gen-
eration (RAG) techniques. Studies like [61] and [119] showcase the potential of 
LLMs in creating customized educational content, such as teaching plans and 
quizzes, tailored to individual learning styles. The use of knowledge graphs, ex-
plored by [120] and [121], further enhances personalized learning by providing 
factual context and dynamic maps that improve engagement and understanding. 

However, critical evaluation reveals both strengths and weaknesses. While in-
tegrating LLMs with knowledge graphs and RAG frameworks offers a tailored 
learning experience challenges like inaccuracies in content generation and biases 
persist. The literature also highlights gaps in addressing ethical implications and 
potential biases, as discussed by [123]. Future research should focus on improving 
LLM precision, cultural adaptability, and developing robust frameworks to assess 
the effectiveness of these personalized learning systems while integrating ethical 
safeguards. 

Personalized Learning by Video The examination of personalized learning 
through adaptive video technology highlight how AI and collaborative filtering 
algorithms optimize content delivery based on learner preferences, while FedABR 
adapts models to network conditions, preserving privacy. 

However, the effectiveness of these technologies varies across learning contexts, 
and predicting user preferences remains challenging. Techniques like memory-
augmented GANs require further refinement to address scalability and ethical is-
sues [134]. Future research should focus on improving accessibility and effective-
ness across diverse educational environments. 

Prompt Optimization applied to Education Integrating prompt optimization 
techniques into educational applications of Large Language Models (LLMs) shows 
improvement for personalized learning. Studies like [135] demonstrate how 
CourseGPT-zh utilizes optimized prompts to generate question-answer pairs by 
leveraging textbook knowledge, thereby improving the relevance of responses. 
[160] emphasizes the importance of AI-teacher collaboration in question genera-
tion and the role of few-shot learning. Research such as [137] and [140] highlights 
the need for academic integrity and data privacy in prompt engineering. 

However, gaps remain. Although promising, the effectiveness of prompts varies 
by subject and educational context. Studies like [136] and [139] raise concerns 
about the reliability of AIgenerated content, particularly in programming educa-
tion, requiring continuous refinement. Ethical challenges, such as data privacy 
and potential biases, also demand further research to develop robust frameworks 
for applying LLMs in personalized learning. 
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Table 1 provides a synthesis of the main challenges associated with the use of 
large language models (LLMs) in an educational context, along with proposed so-
lutions and future potential to address these limitations. 

 
Table 1. Challenges and solutions for LLMs in an educational context. 

Challenge Description Future Potential Proposed Approach 

Multimodal 
LLMs 

Difficulty in integrating  
visual and auditory data  

for a complete educational 
experience. 

Improve student engagement through 
richer multimodal interactions, including 
using multimodal integration techniques 
such as Pedagogical Chain-of-Thought 

(PedCoT) to enhance understanding and 
educational interaction [115]. 

Develop techniques to integrate textual, 
visual, and auditory data into LLMs, as 
suggested by research on PedCoT and  
improving coherence across different  

modalities [91]. 

Multilingual 
LLMs 

Issues of interpretation  
and bias across multiple 

languages. 

Increase global accessibility to  
personalized educational resources by  
reducing linguistic biases through the 
use of diversified multilingual corpora 

[105]. 

Train LLMs on multilingual corpora and 
use Knowledge Graphs to contextualize 

and improve translation accuracy, as  
proposed to enhance the quality 

of responses [121]. 

Prompt  
Optimization 

Prompts may lack  
robustness and  

predictability, limiting the 
effectiveness of responses. 

Enhance the effectiveness of LLMs to  
personalize educational responses 

through prompt optimization  
techniques that ensure more relevant  

answers [135]. 

Use techniques like LLM-as-Judge to  
optimize prompts based on pedagogical 

objectives, as shown in studies that  
utilize this technique to improve response 

quality [160]. 

Cultural  
Context and 
Adaptability 

Limitation of LLMs in  
contextualizing content  

for diverse cultural  
environments. 

Create learning experiences adapted to 
each cultural context by reducing errors 

related to cultural differences [121]. 

Develop approaches based on Knowledge 
Graphs to contextualize responses and 

provide appropriate explanations,  
allowing LLMs to adjust responses to  

cultural specifics [120]. 

Ethics and 
Bias 

Risk of bias in LLM  
responses and lack of  

transparency, affecting  
user trust. 

Ensure ethical adoption of LLMs in  
education by using methods aimed at  
reducing biases and ensuring accuracy 

[42]. 

Introduce Knowledge Editing techniques 
to keep LLMs up-to-date with correct and 
relevant information, and limit biases, as 
discussed in approaches for continuous 

model updates [48]. 

11. Conclusions 

Large language models are positioned to markedly transform educational experi-
ences through the facilitation of personalized learning. This review has explored 
various aspects of LLMs in the educational context, including Knowledge Editing 
Techniques (KME), which ensure that models remain up-to-date with evolving 
information, and the crucial importance of educational datasets in the develop-
ment of these models. Furthermore, we have examined the core capabilities of 
LLMs, including mathematics, writing, programming, and reasoning. In doing so, 
we have identified both the strengths and limitations of these models, with a par-
ticular focus on their capacity for transparent reasoning. 

The prospective impact of LLMs on the future of education is significant. Prom-
ising system architectures, such as the unified LLM approach and the Mixture-of-
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Experts (MoE) framework, offer novel avenues for personalized learning and on-
demand support. Nevertheless, in order to fully actualize the advantages of LLMs 
in the field of education, it is essential to confront and overcome significant ob-
stacles, including the assurance of factual precision, the diminution of biases, and 
the encouragement of critical thinking abilities in conjunction with LLM-facili-
tated learning. 

The capacity of LLMs to generate content, including videos, quizzes, and lesson 
plans, presents a novel opportunity to enhance educational content and delivery. 
Furthermore, personalized learning can be enhanced through methodologies such 
as syllabus-based learning, knowledge graphs, and retrieval-augmented genera-
tion, all of which are tailored to meet the distinctive requirements of individual 
students. 

In contemplating the future, it is essential to envisage a scenario in which LLMs 
function as invaluable collaborators in the field of education, enhancing the work 
of human educators and enabling students to reach their full potential. By encour-
aging the responsible development and implementation of LLMs, and addressing 
the ethical considerations that arise, they can play a transformative role in creating 
a more engaging, effective, and accessible educational environment for all. 
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