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Abstract 
Hate speech on social media is on the rise globally. It is to be accounted for 
several offline violence including the massacres of the Rohyinga in Myanmar, 
mass shootings and hate crimes in the United States of America. Online hate 
speech benefits from increased access to the internet at reduced costs and 
from the anonymity offered in cyberspace. Cameroon is no exception to this 
and online hate speech is rampant. This has led to the incorporation of the 
offence of hate speech in the Penal Code in 2019 in the aftermath of the 2018 
presidential elections where, for the first time, social media played a major 
role in an electoral campaign amidst civil upsurge in the South West and 
North West regions with a strong involvement of the diaspora. This paper 
examines legal and technological measures put in place to address online hate 
speech in Cameroon. The qualitative methods of exegesis and content analy-
sis were used in this study. It follows that, while Cameroon took significant 
legal steps to combat online hate speech by criminalising it, there is still some 
confusion between the various provisions. Technological measures are also 
used to fight hate speech on social media through detection and suppression 
of contents and accounts. The law needs amendments for harmonisation and 
better coverage of hate speech. 
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1. Introduction 

Freedom of speech is a human right guaranteed by all democracies in the world 
including Cameroon which enshrined it in the Preamble of its Constitution (Law 
N˚96/06 of 18 January 1996 to Amend the 1972 Constitution) in keeping with its 
international undertakings upon ratification of all relevant international human 
rights instruments. In this line, the 16th indent provides thus: “the freedom of 
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communication, of expression […] shall be guaranteed under conditions fixed 
by the law”. Freedom of speech has found an unparalleled platform of expres-
sion with the advent of the Internet and, particularly, of social media. In effect, 
before the advent of social media, public speech was the privilege of a few, 
among whom: some politicians, performers, and other high-profile individuals 
as it was limited by traditional media outlets (Sinani, 2015). These traditional 
media outlets have a finite character as they are under space and time con-
straints. In contrast, the internet offers unlimited space to free speech for anyone 
who wants to express themselves. In this regard, Ronson (2015) held that “the 
great thing about social media was how it gave a voice to voiceless people”. Be-
yond expressing themselves through blogs, emails and ordinary websites, social 
media networks have expanded this power further again by allowing short mes-
sages to be posted in a variety of platforms and discussion groups instantly. This 
is heightened by features that allow anonymity and provide immediate transla-
tion assistance thus suppressing language barriers.  

Social media can be defined as computer-mediated technologies facilitating 
the creation and sharing of information, ideas, career interests and other expres-
sions via virtual communities and networks (Mano, 2023). It provides a virtual 
place to openly express feelings, opinions and beliefs (Ruwandika, 2017). The 
most popular social media platforms include Facebook, Twitter, WhatsApp, In-
stagram, Snapchat, TikTok and Whisper. These social media platforms are used 
to create communities of joint interests, foster public engagement and nurture 
relationships and networks (Mano, 2023). From Wen’s (2020) account, social 
media is widely used for acculturation of new settlers in communities abroad 
and also serves the other way round for communities that welcome foreigners. 
However, alongside these positive initiatives and outcomes which serve at uniting 
people in a more intertwined and bonded society, freedom of speech has also laid 
ground for negativity on social media in the form of hate speech for example.  

Hate speech is defined as “any offense motivated in whole or in part, by the 
offender’s bias against an aspect of a group of people” (Silva, Mondal, Correa et 
al., 2016: p. 688). It is deemed to consist of “speech that vilifies, harasses, intimi-
dates or incites hatred toward an individual or group on the basis of a character-
istic such as race, ethnicity, religion, or gender” (Brison, 2021: p. 1). Speech in-
cludes any verbal or written utterances but also any pictorial representations and 
symbols such as Swatstikas and Ku Klux Klan masks or even conduct such as 
cross-burning and the defacing of mosques (Brison, 2021: p. 1). Offline violence 
including the massacres of the Rohyinga in Myanmar, mass shootings and hate 
crimes in the United States of America, as well as violence and hierarchies of 
hate in India escalated due to online hate speech (Banaji and Bhat, 2021). Hate 
speech is on the rise on a global scale following the rise in the use of internet and 
social media which allow communication at “near zero marginal cost to users” 
(Silva, Mondal, Correa et al., 2016: p. 687) in a context where costs of internet 
connection have reduced worldwide and access to internet has grown exponen-
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tially. In Cameroon, it is possible to navigate on the internet for one hour with 
100 CFA Francs (about 0.16 USD) and even to send or read messages free of 
charge on Facebook (Ambe, 2021: p. 53). 

Online hate speech has also been on the rise in Cameroon in the past few 
years and has attracted attention (Ngah, 2023; Mouangue, 2023) as evidenced by 
the passing of a law in 2019 to amend the Penal Code by incorporating a new 
offence relating to hate speech (Law 2019/020 of 24 December 2019 to Amend 
and Supplement some Provisions of Law 2016/7 of 12 July 2016 relating to the 
Penal Code). This law was adopted in the aftermath of the 2018 presidential 
elections that played both online and offline. Online hate speech is by itself an ill 
as it causes distress among victims, most of whom are found in vulnerable 
groups. It is also very dangerous as it triggers offline violence ranging from ran-
dom attacks to organised riots and terrorist acts. This paper examines how hate 
speech on social media is being countered in Cameroon. The peculiarity of social 
media as a technological progress points to the fact that criminalising hate 
speech may not be enough to end it. It is also necessary to use technological 
means to ensure that hate speech is completely suppressed. Such technological 
measures themselves need to be regulated in order to conform with the law. This 
paper will proceed in three stages: first, it will examine the phenomenon of hate 
speech on social media, then, it shall look at the existing legislative measures to 
tackle it. Lastly, it shall determine the various technological measures that nec-
essarily accompany the legal dispensation.  

2. The Phenomenon of Hate Speech on Social Media 

Social media platforms act both as catalyst and medium of expression for hate 
speech (Van Bavel, Robertson, Del Rosario, Rasmussen, & Rathje, 2024: p. 313). 
They heighten the phenomenon while multiplying types and targets. Their sig-
nificant role stems from increased use. 

2.1. Use of Social Media for Hate Speech in Cameroon 

Hate speech can only prosper online as internet and social media have grown to 
daily use over the years. What could remain a marginal phenomenon has gained 
impetus with the liberalisation of access to internet and social platforms. As of 
January 2023, Cameroon was accounted to have 12.89 million internet users 
translating to an internet penetration rate of 45.6 percent with 3.90 million social 
media users, equating 13.8 percent of the total population of the country which 
is estimated at 28.28 million. Facebook leads social media use in Cameroon with 
12.7 percent of the population while Instagram users total only 1.7 percent and X 
(former Twitter) is used by a bare 0.7 percent (Kemp, 2023).  

Facebook, YouTube, WhatsApp and Twitter are the main platforms used by 
activists (Agwanda et al., 2020), that is, by people who want to voice their opin-
ions. This makes them the arena of contradictory views and the cradle for hate 
speech. Yet, many activists are reported to have issues using X because of the 
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limited number of characters even if those 140 characters have been held to 
change the way war is conducted on the battlefields (Patrikarakos, 2017). In ef-
fect, despite its worldwide importance, as noted earlier, X is used by only 0.7% of 
the social media users in Cameroon (Kemp, 2023). 

Online hate speech has been found to diffuse farther, wider and faster and to 
have a greater outreach than non-hateful content. In that, it is more influential, 
popular and cohesive: “hate speech has a much higher spreading velocity” 
(Matthew, Dutt, Goyal, & Muhkherjee, 2018: p. 1). Hate speech is amplified by 
social media and populist politics (U.N. Human Rights Council, 2019: pp. 71-73; 
Khan, 2021: pp. 12-23) and online hate speech has been found to be linked to of-
fline violence (Wilson, 2021: pp. 1039-1045) and a threat to peace and security 
(CHDA, 2020). In fact, hate speech is a threat to many other human rights and 
freedoms ensuring peaceful living, freedom of religion, beliefs and political 
opinions, and to the rights of vulnerable and minority groups. 

2.2. Types of Online Hate Speech 

Online hate speech is conceptualized as the use of violent, aggressive or offensive 
language, focused on a specific group of people who share a common property 
in the form of religion, race or ethnic group, gender or political affiliation or any 
beliefs through the use of Internet and Social Networks carried out repeatedly, 
systematically and uncontrollably, through digital media and often motivated by 
ideologies (Castaño-Pulgarín, Suarez-Betancourt et al., 2021: p. 1; Watanabe, 
Bouazizi, & Ohtsuki, 2018). The pre-eminence of some types of hate speech de-
pends on the sociological and geographic context.  

Therefore, in the Western world for example, types of online hate speech in-
clude religious, racism, gendered and political hate speech. These types of 
hate speech are generally endorsed by ideologies that underlie them such as 
racism, islamophobia, Alt-Right and white nationalism (Castaño-Pulgarín, Sua-
rez-Betancourt et al., 2021: p. 2). Online religious hate speech has been defined 
as the use of inflammatory and sectarian language to promote hatred and vio-
lence against people on the basis of religious affiliation through the cyberspace 
(Albadi, Kurdi, & Mishra, 2018). While religious hate speech is mainly against 
Islam in the Western world (Horsti, 2016; Evolvi, 2017), in the context of Boko 
Haram sect terrorism raging in Cameroon and Nigeria, religious hate speech 
would be against Christians.  

Online racism is also rampant in Western countries (Ben-David & Matamo-
ros-Fernandez, 2016; Cohen, Holt, Chermak, & Freilich, 2018) while tribalism is 
its corresponding form in Cameroon. Gendered hate speech which is where 
people are attacked based on their gender as a form of gender-based violence 
(Khosravinik & Esposito, 2018) may also be found in Cameroon. Political online 
hate speech, on its part, expresses animosity and intolerance against people with 
differing political views and choices. In most cases, however, political hate 
speech is intertwined with racist, ethnic and religious hate speech (Pulido, 2019). 
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Political hate speech may be held to be the paramount form of hate speech in 
Cameroon as it covers online battles around the “Anglophone crisis” and the 
2018 presidential elections. These battles have made the political fights turn into 
ethnic rivalry and detestation with the first between Anglophones and Franco-
phones and the second between Bamileke and Beti ethnic groups (Pant, 2020; 
Barrach-Yousef, 2020; Kindzeka, 2023). 

On the other hand, the website of the National Commission for the Promo-
tion of Bilingualism and Multiculturalism provides a space for people to de-
nounce hate speech. To lay their complaint, people are asked to choose among 5 
types of contents that represent the types of hate speech identified by the Com-
mission, that is: 1) incitement to racial hatred or incitement to discrimination of 
persons because of their origin, sex, sexual orientation or disability; 2) threats or 
incitement to violence; 3) endangering people; 4) insult and 5) terrorism: threat 
or apology (https://www.cnpbm.cm/en/denunce-hate-speech).  

2.3. Targets of Online Hate Speech 

Targets of online hate speech on Twitter and Whisper social media platforms in 
the United States of America have been categorised by Silva, Mondal, Correa et 
al. (2016: p. 689) in Table 1. Thus: 
 
Table 1. Hate categories and example of hate targets from Silva, Mondal, Correa et al. 
(2016). 

Categories Example of hate targets 

Race nigga, black people, white people 

Behavior insecure people, sensitive people 
Physical obese people, beautiful people 

Class ghetto people, rich people 
Gender pregnant people, cunt, sexist people 

Ethnicity Chinese people, Indian people, paki 

Disability retard, bipolar people 
Religion religious people, jewish people 

Other drunk people, shallow people 

 
In Cameroon, categories of hate speech, hate targets and hate terms used may 

be summarised in Table 2. Thus:  
 
Table 2. Cameroon’s Hate categories, targets and terms from author (2024). 

Categories Examples of hate targets Terms used 

Political 
ruling party members, opposition 

party members  
(more specifically CRM) 

Talibans, tontinards, sardinards 
La Republic, CPDM Monsters 

Social 
French speaking Cameroonians, 
English speaking Cameroonians 

Anglofous, Anglofools ambazos, 
frogs, La Republic, come-no-go, 

Francofools 
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Continued 

Ethnicity Beti and Bamileke ethnic groups Ngrafi, Graffi, Nkoa 

Class Ghetto people Populace 

Sports/football Foes and Fans of Eto’o Fils 
Hibous Football Club, fidèles  
de la Sainte Eglise de Tsinga, 

églisiens 

 
In Cameroon, tribalism, as intertwined with political as well as social hate 

speech, takes precedence over other forms of hate speech and concerns mainly 
two tribes: Bamileke from the grassfields in the West region and Beti from the 
Centre and South regions of the country. The rivalry has been raging over the 
years and heightened with the 2018 presidential elections where one of the main 
candidates purportedly standing chances to win the elections is from the Bam-
ileke ethnic group while the sitting president who won the elections is from the 
Beti group (Pant, 2020; Barrach-Yousef, 2020; Kindzeka, 2023; Kebuh and Tizie, 
2022).  

Then, the Anglophone crisis that started in 2016 with protests from lawyers 
and teachers has evolved in a war between separatists and law enforcement 
agents with many casualties among the belligerents, the State troops and the 
population in the affected North West and South West regions and the neigh-
bouring West Region which is in between the former two. The war on social 
media opposes Anglophone activists and francophones who support the gov-
ernment against the insurgency and secessionist propensities (Kindzeka, 2023; 
Sombaye Eyango, 2018).  

It appears from the foregoing that factors causing hate speech in Cameroon 
include: the linguistic difference between English speakers and French speakers, 
that is, anglophones and francophones, political rivalry, support to various lead-
ers or celebrities or to their opponents or competitors, as well as ethnic and trib-
al competition. The linguistic difference stems from the fact that Cameroon was 
separated into two territories ruled by England and France before it was reunited 
as a federal State. Even after federalism was forsaken to form a unitary State, 
some cultural, linguistic, legal and administrative differences still exist (Essama- 
Mekongo, 2024) and cause frictions leading to hate speech from either side when 
met with intolerance from the other group. This is the cause of the “anglophone 
crisis” that started in 2016 (Bang and Balgah, 2022) and is still going on in 2024. 
Hate speech stemming from linguistic differences is often employed for political 
ends (Pant, 2020). Political rivalry is the second factor causing hate speech, 
whether between separatists or leaders including their supporters or between po-
litical parties running in elections, mostly between the ruling party and the op-
position parties memberships (Mushing Tamfuh, 2020). Ethnic differences and 
tribalism between the various ethnic groups also cause hate speech when these 
groups have conflicts. The most prominent is the one which “opposes” grassfield 
natives and people from South, Centre and East regions: Bamilekes against Betis 

https://doi.org/10.4236/blr.2024.153067


P. Essama-Mekongo 
 

 

DOI: 10.4236/blr.2024.153067 1110 Beijing Law Review 
 

(Ntui, 2021). Others include Northern populations such as Mbororos and Grass-
fields populations (Sunjo and Ndzi, 2022). Most of the times, all these factors are 
entangled as rightly put by Mushing Tamfuh (2020). They result from the vari-
ous pluralities that make up the Cameroonian society that has not yet succeeded 
into achieving a peaceful unitary State.  

Although fighting hate speech necessarily involves curtailing the right to 
freedom of expression (Mirchandani, 2018; Brown, 2015), violence involved in 
hate speech and damage it causes warrant that legislative action be taken to 
combat it. In effect, hate speech causes ravages in society and breaches social 
cohesion causing social instability. Hate speech ignites poison and conflicts be-
tween communities called upon to live together. Cameroon for example, is a 
home to more than 250 ethnic groups (Sunjo and Ndzi, 2022). Hate speech may 
lead to random or concerted acts of violence, defiance among groups and fights 
between communities as well as social unrest, riots and even genocides as in the 
case of Rwanda (Viljoen, 2005) or Myanmar (Morada, 2023), as mentioned earlier. 
If a country is therefore to prevent such dreadful occurrences and keep social co-
hesion and stability, it needs to fight hate speech through diverse measures in-
cluding education and legislative activities such as criminalising hate speech.  

3. Criminalisation of Hate Speech in Cameroon 

Criminal law has always been the best way to ensure that unacceptable behav-
iour is prohibited in any given country. Hate speech has been criminalised in 
Cameroon in 2019 via a legislative enactment which adds to existing offences 
relating to it.  

3.1. Criminalisation of Hate Speech as an International  
Undertaking 

The Cameroonian legislative action against hate speech is predicated upon the 
State’s international undertakings in the human rights field. These undertakings 
are contained in the body of relevant international human rights instruments 
endorsed in the Preamble of the Constitution which states that the People of 
Cameroon affirms its attachment to the fundamental freedoms enshrined in the 
Universal Declaration of Human Rights (1948), the Charter of the United Nations 
(1945) and all duly ratified International Conventions relating thereto. Then, 
among the human rights principles clearly stated, there is Principle 13 which pro-
vides that: “no person shall be harassed on grounds of his origin, religious, philo-
sophical or political opinions or beliefs, subject to respect for public policy”. 

For the fight against hate speech, one of such international instruments is the 
International Covenant on Civil and Political Rights (1966)—as ratified by 
Cameroon in 1984—which provides in its article 20(2) that “any advocacy of na-
tional, racial or religious hatred that constitutes incitement to discrimination, 
hostility or violence shall be prohibited by law”. So that even if freedom of ex-
pression is provided for in article 19, it should not be used to advocate hatred 
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that incites and leads to violence such as hate speech does. Then, there is the In-
ternational Convention on the Elimination of All Forms of Racial Discrimina-
tion (1965)—as ratified by Cameroon in 1971—which provides in article 2 that 
States parties must condemn racial discrimination and take all measures to 
eliminate it in all its forms. Such measures would include legislating to end racial 
discriminations by any persons, group or organisation. Article 4 further provides 
that States parties should make an offence of all dissemination of ideas based on 
racial superiority or hatred, incitement to racial discrimination; all acts of vio-
lence or incitement to such acts against any race or group of persons of another 
colour or ethnic origin, and also the provision of any assistance to racist activi-
ties, including the financing thereof. And, that protection and remedies should 
be made available to everyone against such acts in article 6. It is to be noted that 
the definition of racial discrimination includes ethnic discrimination as per arti-
cle 1 of the Convention.  

3.2. The Offence of Hate Speech  

There are three offences in Cameroon criminal law that relate to hate speech. 
They are contained in the Penal Code (Law N 2016/7 of 12 July 2016 Relating to 
the Penal Code as Amended by Law N 2019/020 of 24 December 2019 to Amend 
and Supplement Some Provisions of Law N 2016/7 of 12 July 2016 Relating to 
the Penal Code) and in the Law on Cybersecurity and Cybercriminality (Law 
N˚2010/12 of 21 December 2010 on Cybersecurity and Cyber Criminality). The 
term “hate speech” is utilised only once though. Yet, the other two offences do 
satisfy the definition of hate speech. The amount of fines is given in the Came-
roonian currency, the CFA Franc and, 1 USD is about 611.70 CFA Francs.  

As for the Penal Code, section 241 provides that:  
1) Whoever commits a contempt, within the meaning of section 152 of this 

Code, of the race or religion of one or many citizens or residents shall be pun-
ished with imprisonment for from 6 (six) months and with fine of from 5000 
(five thousand) francs to 500,000 (five hundred thousand) Francs: 

2) Where the offence is committed by means of the press or wireless, radio, 
television or social media or any other means likely to reach the public, the 
maximum of the fine provided for in subsection (1) above may be extended to 
20,000,000 (twenty million) Francs. 

3) Where the offence is committed with intent to arouse hatred or contempt 
between citizens, or residents, the penalties provided for by the foregoing sub-
sections shall be doubled. 

While section 241-1 (1) titled contempt of tribe or ethnic group introduced by 
the same 2019 Law reads thus: 

Whoever, by any means, makes hate speech against people or incites them to 
violence due to their tribal or ethnic origin shall be punished with imprisonment 
of from 1 (one) to 2 (two) years and with fine of 300,000 (three hundred thou-
sand) francs to 3,000,000 (three million) francs.  
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On its part, section 77 (1) of Law N˚2010/12 of 21 December 2010 on Cyber-
security and Cybercriminality sanctions only contempt of race and religion 
when electronic communications or information systems are used as a medium 
presumably because, at that time, the Penal Code had not yet criminalised con-
tempt of tribe or ethnic group. The sanctions consist of imprisonment for from 2 
(two) years to 5 (five) years or a fine of from 2,000,000 (two million) to 5,000,000 
(five million) CFA Francs or with both such fine and imprisonment. This is clearly 
more severe than what is provided for under sections 241 and 241-1 of the Penal 
Code. It surely takes into consideration the amplitude and velocity of electronic 
and telecommunications networks as discussed earlier. Yet, it should be noted that 
under the Penal Code, the fine may be extended up to 20,000,000 CFA Francs un-
der section 241 (2) where the offence is committed through social media. Social 
media messages are included in the definition of electronic communications as 
provided for by section 4 (23) of the 2010 Law as electromagnetic emission, trans-
mission or reception of signs, signals, writings, images or sounds.  

As already noted, these three provisions sanction hate speech even if they do 
not all use that term. In effect, they all sanction the same behaviour which is 
contempt. This is evident from their titles: section 241-1 of the Penal Code is ti-
tled “contempt of tribe or ethnic group” while section 241 is titled “contempt of 
race or religion” and section 77 of the Law on Cybersecurity and Cybercriminal-
ity also uses the term “contempt of race or religion”. These three provisions are 
therefore complementary and cover all instances of hate speech or contempt.  

The term “contempt” itself is defined in section 152 of the Penal Code as “any 
defamation, abuse or threat conveyed by gesture, word or cry uttered in any 
place open to the public, or by any procedure intended to reach the public”. 
Defamation, abuse and threat are all characteristics and forms of hate speech 
when directed to an individual or a group of individuals because of any common 
characteristic as defined above. Defamation is defined under section 305 of the 
Penal Code as injuring the honour or reputation of another by imputations, di-
rect or indirect, of facts which may not be proved by any of the means described 
in section 152 on contempt. Verbal abuse, as relevant in this case, is defined by 
the Black’s Law Dictionary (Garner, 2014) as “emotional abuse inflicted by one 
person on another by means of words, especially spoken words, in a way that 
causes distress, fear, or similar emotions”. It may include “name-calling, insults, 
threatening gestures, excessive and unfounded criticism, humiliation and deni-
gration”. Lastly, the third form of contempt: “threats” is defined by the Black’s 
Law Dictionary (Garner, 2014) as “communicated intent to inflict harm or loss 
on another or on another’s property”, “a declaration, express or implied, of an 
intent to inflict loss or pain on another”.  

From the foregoing, it clearly appears that the offence of hate speech on social 
media is committed when it is established that there has been defamation, abuse 
or threats using social media relating to race, religion, tribal or ethnic origin or 
incitement of violence on these grounds. As per the Penal Code’s classification 
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of offences under section 21, this offence is a misdemeanour as it is punishable, 
under its three forms, with loss of liberty or with fine, with the loss of liberty 
provided for being of more than 10 (ten) days but for no more than 10 (ten) 
years and the fines being more than 25,000 CFA Francs.  

3.3. Liability for Hate Speech on Social Media 

Criminal responsibility rests on the person who commits the offence. Yet, due to 
the peculiarity of social media platforms characterised by the involvement of 
moderators and other intermediaries, liability for hate speech may extend to 
third parties.  

3.3.1. Liability of Content Creators 
The law is clear that liability for hate speech rests primarily on the person who 
utters hate speech. This is evident from the use of the term “whoever” in each 
provision. For a person to be held criminally liable, that person must have com-
mitted the actus reus with the relevant intention of causing the result which is 
the mens rea. This is a fundamental principle of criminal law embedded in sec-
tion 74 of the Penal Code which provides that: “(1) No penalty may be imposed 
except upon a person criminally responsible”. It also provides that “(2) criminal 
responsibility shall lie on him who intentionally commits each of the ingredient 
acts or omissions of an offence with the intention of causing the result which 
completes it”. It further stresses that “(4) save as otherwise provided by law, 
there shall be no criminal responsibility unless subsection 2 of this section has 
been satisfied”. Clearly, no one else than a person who uses hate speech on social 
media may be held liable for it.  

The law then provides for aggravating circumstances depending on the status 
of the person. In this regard, section 241-1 (3) provides that sanctions are dou-
bled when the person who has been found guilty of using hate speech is either a 
public servant as defined by section 131 of the Penal Code, a leader of a political 
party, of the media, of a non-governmental organisation or a religious institu-
tion. In addition, people under these categories may not benefit from any miti-
gating circumstances such as provocation, compulsion or threats which are pro-
vided for under sections 85, 82 and 81 of the Penal Code respectively.  

As far as those who may be liable are concerned, Table 3 is a table drawn by a 
researcher in 2022 which suggests every category in society is concerned. 
 
Table 3. Actors and reoccurrence of hate speech according to a study carried out by 
Deugoué Siaga (2022). 

Perpetrator of hate speech 
Reoccurrence of hate 

speech 
Value in percentage 

Political figures 22 43.13% 

Member of Government 09 17.64% 

Scholars 06 11.76% 
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Continued 

TV Consultants 06 11.76% 

Jurists 05 10.20% 

Political analyst 02 03.92% 

Unidentified actors 01 01.96% 

Total 51 


100% 

 
The specific nature of social media imposes that people other than those who 

expressed hate speech may also be held liable.  

3.3.2. Liability of Third Parties  
Social media platforms are platforms created by natural and juristic persons that 
allow users and subscribers to post texts, images, videos and other multimedia 
material. Social media platforms are not run by users even if they can thereon 
express themselves freely. As communities, they subject users to rules which, if 
not followed, may lead moderators and internet service providers to ban them, 
temporarily or permanently, and/or delete their posts from the platforms. In 
fact, it is a legal requirement that moderators and internet service providers 
must not let illegal activities take place on their platforms otherwise, they shall 
incur liability. They therefore issue usage terms and conditions which, together 
with policies, encompass rules of conduct and sanctions for breaches. Whenever 
moderators and service providers fail to implement such codes of conduct, they 
incur liability which stems here not from uttering hate speech, but from allowing 
hate speech to prosper on the platform.  

In Cameroon, the liability of internet service providers’, moderators’ and 
community managers is enshrined in the 2010 Law on Cybersercurity and Cy-
bercriminality. Section 34 (1) provides that: “the persons in charge, even gratui-
tously, of the storage of signals, written material, images, sound or messages of 
any nature supplied by the users of such services may be liable”. However, under 
section 34 (2), there will be no such liability in the case where they “were not ef-
fectively aware of the illicit nature of the facts or circumstances characterising 
them as such” or where “they became aware of the facts, acted promptly to 
withdraw such data or render them inaccessible”.  

Thus, internet service providers and social platform moderators may be held 
liable on condition that they are aware of the illicit nature of any posted images, 
sound or messages qualifying as hate speech and where they do not act promptly 
to withdraw the same or make them inaccessible once they acquire knowledge of 
the illicit character. For internet service providers, section 40 (1) provides that 
they may be liable for contents, and in this case, for hate speech, only where they 
were the ones to request the contentious transmission and/or where they select-
ed or modified the contents transmitted. Those whose main duty is to store con-
tents transmitted by a provider may be liable with regard to illicit content only 
where they have modified such content or they did not comply with the required 
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conditions of access and ordinary updating rules: section 40 (2). In order to help 
law enforcement, internet service providers and social platform moderators are 
bound to keep data enabling the identification of anyone who posted hate speech 
for the services they provided for a period of 10 (ten) years under section 35 of 
the law.  

Any person may also be sanctioned simply by transferring and forwarding 
hate speech posts and messages. This is possible under section 113 of the Penal 
Code which provides that “whoever sends out or propagates false information 
likely to destroy national unity shall be punished with imprisonment for from 3 
(three) months to 3 (three) years and with fine of from 100,000 CFAF (one hun-
dred thousand) to 2,000,000 (two million) CFAF.” The 2010 Law on Cybersecu-
rity and Cybercriminality also provides in section 78 (1) that “whoever uses 
electronic communications or an information system to design, publish or 
propagate a piece of information without being able to attest its veracity or prove 
that the said piece of information was true shall be punished with imprisonment 
for from 06 (six) months to 02 (two) years or a fine of from 5,000,000 (five mil-
lion) to 10,000,000 (ten million) CFA francs or both of such fine and imprison-
ment”. (2) The penalties are doubled where the offence is committed with the 
aim of disturbing public peace such as in hate speech. The use of the term 
“whoever” is key here as it means virtually anybody who commits the relevant 
acts.  

In any case, when the competent court is seized with a hate speech case, it has 
to rule on all measures to prevent or stop any damage caused by the illicit con-
tents within thirty days as per section 36 of the 2010 Law on Cybersecurity and 
Cybercriminality. When hate speech consists of defamation, the victim has the 
right to reply and request for the rectification of the defamatory statement under 
section 39.  

Liability of intermediaries and their office in assisting in any judicial proce-
dures may only be possible if technological means are used to help detect or 
suppress hate speech. 

4. Technological Measures to Fight Hate Speech 

Several technological measures may be used to fight hate speech. They are ap-
proved of by social media providers who have signed codes of practice and codes 
of conduct against harmful content worldwide. They are used in order to keep 
safe and pleasant environments to retain users but also to abide by the law. 
Technological measures range from detection to deletion of hate speech messag-
es and accounts.  

4.1. Detection Measures 

The first step to tackling the issue of hate speech on social media platforms is to 
detect it. This is the prerequisite if any action is to be taken at all. In effect, sup-
pressing hate speech, banning hate speech accounts and generating counter nar-
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rative are the technological solutions used to cure hate speech that may be acti-
vated only when and where hate speech is detected on social media. With the 
vast amount of hate speech, it is not possible to detect it satisfactorily using 
manual intervention (Fanton, Bonaldi, Tekiroğlu, & Guerini, 2021). This is the 
reason why technological measures are used.  

Detecting hate speech is not always easy as people who use social media tend 
to use coded language and seemingly inoffensive terms which are, in fact, loaded 
with hidden meaning. Hate speech may also be expressed in the form of abbre-
viations or intentional spelling mistakes. Worthy of note is the fact that what 
constitutes hate speech may change over time and may further complexify de-
tection of hate speech (Florio, Basile, Polignano et al., 2020). This notwithstand-
ing, many techniques and tools are used to curb such tricks.  

It is not possible to give a full account here of all technological hate speech 
detection techniques and tools. It suffices to note that, detection measures may 
consist of lexical based/rule-based approaches, Machine learning approaches 
and hybrid approaches (Ruwandika, 2017). One of such methods is leveraging 
domain-specific word embedding as features and a bidirectional LSTM-based 
deep model as a classifier to automatically detect hate speech through which 
words are assigned their negative meaning most notably when coded language 
is used. The transfer learning language model (BERT) may also be used as a 
binary classification task as it provides high-performance results for many 
Natural Language Processing tasks. Both technologies offer successful results 
above 90%. It is held that the first approach is reliable for coded terms yet, the 
second performs better as it deals better with large data sets (Saleh, Alhothali, 
& Moria, 2023). This means that both should be used concurrently to achieve 
better results. Artificial intelligence is now also widely used for hate speech 
and other illicit content detection on social media (Li, Fan, Atreja, & Hemphill, 
2024). 

Many hate speech detection tools have been created including TOXIGEN 
which is a large-scale machine-generated dataset for adversarial and implicit 
hate speech detection (Hartvigsen, Gabriel, Palangi et al., 2022). It helps correct 
and truly detect hate speech where artificial intelligence tools such as Google’s 
Perspective API, HateBERT, Open AI content filter, AI2 Delphi, and Roberta are 
fooled with benign words, whereas the content is pure hate speech while they 
find benign statements, offensive simply because they mention minorities caus-
ing them to think they are hateful. An example is where the statement: “the only 
thing that can be done to improve the situation is to put them all in chains and 
make them work in the fields for the rest of their lives” was assessed as having 
only 2% hate by Roberta AI tool while the same tool labelled the statement: “If 
you have a beard, I can not conclude that you are a terrorist” as being 97% toxic 
(Hartvigsen, Gabriel, Palangi et al., 2022: p. 2).  

After detection, internet service providers and social media moderators, may 
then proceed to combat it. Technically, they resort to suppression measures. 
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4.2. Suppression Measures 

Social media platforms owners and managers have recourse to content removal 
and accounts’ banning to combat hate speech and harmful posts on their plat-
forms.  

4.2.1. Content Removal 
Social media platforms are often embedded with algorithms and diverse artificial 
intelligence tools to delete harmful and hate speech posts. They do not generally 
need human supervision even though there is always some human curation and 
monitoring of the tools’ functioning. In effect, in order to avoid algorithms, us-
ers may use codes or avoid plain language, this does not render the content they 
post harmless. In such a case, human intervention by way of reporting is key. In 
this vein, for example, in Australia, the key principles of good practice agreed 
upon by social media providers clearly stipulate that:  
- Social media providers should maintain a clear and accessible reporting pro-

cess to enable users to notify social media providers of harmful conduct;  
- Social media providers should maintain efficient processes for dealing with 

notifications from users about harmful conduct; 
- Social media providers should have clear and accessible information about 

reporting processes in their terms and conditions; 
- Social media providers should give clear information to the public about ac-

tion they take against harmful conduct (Code of Practice for Providers of 
Online Social Media Platforms Culture, Media and Sport drafted in accord-
ance with Section 103 of the United Kingdom Digital Economy Act 2017). 

The United Kingdom Broadcasting Act 1994 Code of Practice for Online 
Safety which came to effect on 18 July 2023 provides for “User Reporting and 
Resolution” in its section B, paragraph 23 thus: any individual must be able to 
report concerning content or unwanted interactions to the social media service 
in relation to the categories of harmful and/or inappropriate content. The re-
porting and resolution mechanism provided to end-users must be effective, 
transparent, easy to access, and easy to use. It goes on to provide that appropri-
ate actions following reporting include: “swiftly removing the reported content 
or restricting access to the reported content; and ‘warning, suspending, or ban-
ning the account(s) that generated, uploaded, or shared the reported content’”. 
In effect, a second step in suppressing hate speech online consists in hate speech 
accounts’ banning. Other countries having adopted such a code are: Singapore 
(Links to reporting harmful content on the various social media platforms in 
Singapore are the following:  
https://support.tiktok.com/en/safety-hc/report-a-problem for TikTok;  
https://support.tiktok.com/en/safety-hc/report-a-problem for X;  
https://help.instagram.com/192435014247952 for Instagram;  
https://web.facebook.com/help/1380418588640631?_rdc=1&_rdr for Facebook).  

Although no code of conduct from social media platforms has been adopted 
regarding Cameroon, most rules they adopt and apply elsewhere are also opera-
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tional in the country through the standard Terms and Conditions of use. The 
2010 Law on Cybersecurity and Cybercriminality also proves to act both as a de-
terrent of unlawful behaviour and as an incentive for law abiding for these plat-
forms when operating in Cameroon. A high-profile example of content removal 
is that of the forty-fifth president of the United States, Donal Trump’s posts that 
were deleted from X and Facebook several times for “spreading misleading and 
potentially harmful information” during the Covid-19 pandemic (Spring, 2020) 
but also during riots at the Capitol Hill which is the House for Congress of the 
United States of America (Griffin, 2021). 

Content removal might not be enough in the case where the same account 
makes it a habit to post hate speech. In that case, the account may be banned 
from the social media platform.  

4.2.2. Hate Speech Accounts’ Banning  
Accounts that indulge in hate speech on social media may be subjected to re-
strictions or they may be banned altogether: this amounts to account restrictions 
and accounts closing. X and Facebook are known for their accounts’ posting re-
strictions. Here again, the most notable example is that of Donald Trump, dur-
ing his presidential mandate, who was often restricted from posting for several 
hours for misinformation of the public.  

Social media platforms may also, as a last resort, permanently delete an ac-
count when its holder keeps posting harmful content in total disregard of any 
previous sanctions such as content removal and/or accounts’ restrictions. The 
UK Broadcasting Act 1994 Code of Practice for Online Safety provides to this 
effect, as previously mentioned, that appropriate actions following reporting in-
clude “warning, suspending, or banning the account(s) that generated, uploaded, 
or shared the reported content”. This, again, happened to Donald Trump’s as his 
X account was closed on 8 January 2021. His account was closed for breaking 
rules against glorifying violence amidst the Capitol Hill riots (Wagner, 2021). 
This is an extreme measure that may be used to curb hate speech on social me-
dia. It is to be noted that once X was taken over by Elon Musk, he rehabilitated 
Donald Trump, claiming his attachment to freedom of speech. A Facebook 
study shows that deleting 100 insult accounts had a positive impact on view-
ership (Santos, 2023). In 2022, Cameroon succeeded in closing 51% of Face-
book fake accounts within the framework of a partnership with Facebook 
(MINJUSTICE, 2023: p. 58). Though it was for the impersonation of public fig-
ures, this means such a partnership would also work for accounts that propagate 
hate speech.  

4.3. Counter Narrative Generation 

Apart from hate speech detection and suppression measures, counter narrative 
generation is yet another technological measure to curb hate speech on social 
media. Counter-narratives are defined as “communicative actions aimed at re-
futing hate speech through thoughtful and cogent reasons, and true and 
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fact-bound arguments” (Schieb and Preuss, 2016). Counter narrative generation 
is considered to be the most effective approach to face hate speech (Benesch, 
2014). With technology and artificial intelligence tools, counter-narratives are 
automatically generated using data collection hybrid strategies, author-reviewed 
framework where an author commits to generate text and a reviewer, who may 
be a natural person or a classifier model filters the output. Afterwards, there is a 
post-editing or validation phase conducted by operators over the filtered data 
(Tekiroğlu, Chung, & Guerini, 2020).  

Counter-narratives take a different approach from content removal and ac-
counts’ banning. They are based on the postulation that to combat hate speech, 
more speech is needed (Bonaldi, Attanasio, Nozza, & Guerini, 2023: p. 13). They 
are mainly used by Non-Governmental Organisations which thereby participate 
in conversations online that involve hate speech and ensure that they educate 
authors of hate speech while making the harmful content visible, disarming the 
authors and inviting external help (Sue et al., 2019) such as judicial authorities. 
In effect, account closing and content removal may deprive from legal recourse 
when they are done swiftly. While counter-narratives allow harmful content to 
remain visible while fighting it, thereby offering the possibility to easily collect 
evidence for court action, if need be.  

An example of counter narrative would typically look like this:  
Hate speech: any migrant who has lived in the country for 5 years can become 

a citizen even if he does not have a valid residence permit or is a criminal. This is 
how you destroy the welfare state.  

Counter narrative: The right to live and work according to one’s beliefs is 
guaranteed by the European Convention on Human Rights, which also includes 
the right to respect for private and family life.  

(Bonaldi, Attanasio, Nozza, & Guerini (2023): an example of Counter narra-
tives obtained with or without regularisation, page 13). 

The use of technology, mostly artificial intelligence, to detect and combat hate 
speech has helped reduce it as is evident from the following figure—Figure 1. on 
the decline of hate speech on Facebook in general:  
 

 
Figure 1. Trends in meta hate speech problem (Zandt, 2024). 
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In fact, hate speech content removed by Facebook worldwide from the fourth 
quarter of 2017 to the third quarter of 2023 is summarised as follows in Figure 2. 

 

 
Figure 2. Actioned hate speech content items on Facebook worldwide from 4th quarter 2017 to 3rd quarter 2023 (in millions) 
(Statista, 2023). 

5. Conclusion  

As shown in Table 1, hate speech is of a wide variety of typology, the fact that 
the relevant legal provisions in the Cameroonian Penal Code only target racist, 
religious, tribe and ethnic hate speech leaves out any other type of hate speech 
such as class and gender hate speech. This makes them challenging to address. 
The same goes for cyberbullying. Other offences such as discrimination (sanc-
tioned by section 242 of the Penal Code) do not really operate to address gender 
hate speech for example. The best solution would be to have a single legal provi-
sion that will cover all types of hate speech by providing a non-exhaustive list— 
though legislation has sometimes been considered a danger and ineffective 
(Scheffler, 2015). Then, it is to be noted that the 2019 Law that modifies the 2016 
Law relating to the Penal Code provides for an imprisonment term which is for a 
lesser period than the 2010 Law on Cybersecurity and Cybercriminality which 
was adopted some nine years before for the offence of contempt of race and reli-
gion. This creates some sort of confusion as a choice must be made between a 
more general and a specific law. It is left at the option of the court which law to 
apply as the two apply concurrently. In effect, the legal conundrum is as to 
which one applies to the case at hand. The rule is that the specific law takes 
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precedence over any general provisions. However, more recent rules are deemed 
to override existing provisions. Had it been that their subject-matter was differ-
ent or that they were similar in their wordings, this would not have been an is-
sue. At this juncture, nevertheless, the specific law is better worded than the 
general law, the general law also targets the same subject-matter as the specific 
law. It would be necessary to harmonise the laws by amending the 2010 Law on 
Cybersecurity and Cybercriminality not only to add contempt of tribe and eth-
nic group, but all types of hate speech, while aligning the wordings and sanctions 
of the 2019 amendment of the Penal Code to clear any discrepancy and there-
fore, any confusion as to which law to apply that will result in differences in 
sanctions meted as well as ingredients of the offences of hate speech. Besides, 
technological measures are key when it comes to fighting online hate speech as 
they allow deletion of contents as well as harmful accounts to ensure a safe 
space. They also protect content creators and service providers, social media 
platforms owners and managers from criminal liability. Legal and technological 
measures are therefore the much-needed combination that ensures a hate speech 
free social media space in Cameroon as in the rest of the world. This is all the 
more important as the number of social media users in Cameroon keeps grow-
ing. For Facebook for example, the number of users has increased to 12.7 million 
users in 2024 from the 10.5 million as of January 2022 (Kemp, 2022) which 
shows a rapid increase. However, succeeding in countering hate speech on social 
media would necessitate overcoming many inherent challenges including the 
ubiquity and anonymity offered by the cyberspace with the use of avatars and 
pseudonyms that does not permit to easily get users’ real identities and locations 
(Udanor and Anyanwu, 2019). Another challenge would be to educate the pop-
ulation (UNESCO and UNOSAPG, 2021) as criminal law alone may not suffice 
to end that ill behaviour. While, the main challenge would certainly be finding 
the right balance such as not to unduly curtail freedom of speech. 
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