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Abstract 
Based on a review of 28 Horizon Europe-funded CCAM projects, this paper 
studies the current state of Connected, Cooperative, and Automated Mobility 
(CCAM) and identifies significant research gaps in taxonomy, cybersecurity, 
Artificial Intelligence (AI) and 6G research, that hinder the advancement of a 
future-ready CCAM infrastructure. The research emphasizes the crucial role 
of infrastructure in achieving autonomous mobility, shifting focus from the 
current vehicle-centric approach. It critiques the SAE J3016 taxonomy for its 
lack of emphasis on infrastructure and proposes an updated framework with 
an automation level dedicated to infrastructure automation. The paper high-
lights the existential threats posed by Quantum Computers (QC) and AI, 
stressing the need for quantum-safe cybersecurity measures and an ethical, 
controllable AI framework proposing a decentralized Collective Artificial Su-
per Intelligence (CASI) framework. Identifying the critical need for a cooper-
ative approach involving Road and Transport Authorities (RTAs) to achieve 
100% vehicle connectivity and robust digital infrastructure, the study outlines 
the European Commission’s Vision 2050 goals, aiming for zero fatalities, zero 
emissions, and sustainable mobility. The paper concludes by providing rec-
ommendations for future research directions to accelerate the development of 
a comprehensive, secure, and efficient CCAM ecosystem. 
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1. Introduction 

Mobility is one of the significant ways humanity will change in the near future [1]. 
90% of 1.3 million road deaths and more than 50 million serious injuries [2] cost-
ing $1.8 Trillion annually to the global economy are caused by human errors [3]. 
The European Vision 2050 of Zero Fatalities sounded like a Utopian dream in 
2011 when the European Commission published one of its first white papers on 
the future of mobility [4], but with self-driving collision-free autonomous vehicles 
(AVs) on the horizon, that dream appears a lot closer to realization than one can 
imagine. Free of human errors, autonomous mobility is the panacea for road ac-
cidents and deaths. Conventional wisdom would presume that autonomous vehi-
cles will automatically lead to accident-free autonomous traffic because they elim-
inate human error. But will the availability of AVs indeed automatically result in 
autonomous traffic? The answer isn’t as simple as it might appear. Autonomous 
vehicles are one thing, and autonomous traffic management system (ATMS) is 
quite another. This is essentially because our cities are far from being ready for 
autonomous mobility, and unfortunately not much is done to build the necessary 
digital infrastructure. It is the connectedness of the vehicles and the relative aware-
ness of their peers and their navigational paths that’s key to autonomous mobility. 
It is the shared collective intelligence of the participating vehicles that makes the 
traffic collision-free and autonomous. If it is the collective intelligence of the mov-
ing vehicles that makes the traffic autonomous, it must be generated, compiled, 
interpreted, and disseminated amongst all the participating vehicles in real-time 
by an autonomous traffic management system (ATMS). Such ATMS must not 
only provide networkability but establish robust vehicle-to-vehicle (V2V), vehi-
cle-to-infrastructure (V2I), or collectively V2X (vehicle-to-everything) connectiv-
ity to achieve collision-free navigation through dense, dynamic traffic of partici-
pating vehicles. Thus, the major showstopper is not the availability of fully auton-
omous vehicles, but the lack of 100% connectedness of the vehicles. The discon-
nect between all the participating vehicles and the non-existent ATMS makes 
completely autonomous traffic impossible. There is a need to make digital infra-
structure smart enough so that AVs understand roads well enough to help them 
drive better than humans. The diversity of traffic regulations adds to the problem. 
For example, within the EU, each of the member countries has different regula-
tions. It would be virtually impossible for manufacturers to match them all. Even 
a single non-participating vehicle on a busy high-speed road can ruin the smooth 
flow of autonomous traffic. Therefore, 100% connectedness is crucial for city or 
state-wide collision-free implementation of AVs, and zero accident goals cannot 
be achieved unless 100% V2X connectivity is achieved, and autonomous traffic 
infrastructure is built.  

1.1. AV Research Vs Infrastructure Research 

Today, level 3 automated vehicles (AVs) are in production and driving on real-
world streets; and in the future, AVs are expected to play a growing role in 
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transport worldwide. This may be the greatest change to the way roads work since 
the arrival of the motor car. The adoption of autonomous mobility has the poten-
tial to increase roadway safety by minimizing the impact of human error, the prin-
cipal cause of most accidents [5]. Although AVs are specifically designed to min-
imize the propensity to accidents, they may indeed have to face the unavoidable 
ones. A recent detailed review of 107 research reports on accidents involving AVs, 
revealed that AVs are more prone to rear-end and sideswipe collisions [6]. The 
review also finds that in most such collisions, the conventional human-driven ve-
hicle was at fault for driving too fast and too close to the AV. Liu, et al. [7] utilized 
statistical analysis to identify the differences between the pre-crash scenarios of 
conventional vehicles and AVs and determined that the two groups differed in the 
number of collisions when the situation was the same. The difference between the 
perception-reaction time of drivers of conventional vehicles and AVs, and defi-
cient familiarity with the dynamic driving style of AVs that embraces full compli-
ance with traffic regulations, in addition to human driving being susceptible to 
human errors or behaviors, were the reasons for such accidents [8]. This leads to 
the conclusion that no amount of AV-centered research will lead to the “Zero Fa-
tality” goal of Europe’s Vision 2050 [9] unless 100% vehicle connectivity is 
achieved and the infrastructure is favorable to autonomous traffic. In conclusion, 
because most accidents involving AVs are rear-end and sideswipe collisions, it is 
obvious that the fault is not of AVs but of the conventional human-driven vehicles 
that can hit the AVs, irrespective of the perfection achieved by the AVs. There is 
a need to pay more attention to the infrastructure research that warrants a shift 
from current AV-centric research.  

1.2. Agenda 2030 and Vision 2050 Goals 

As a part of Vision 2050 “A clean planet for all” [10], the European Commission, 
on June 23, 2021, launched the CCAM (Connected, Cooperative, and Automated 
Mobility) Partnership, which aligns all stakeholders’ R&I efforts to accelerate the 
implementation of innovative CCAM technologies and services in Europe. Since 
then, the commission has funded 28 projects under the Horizon Europe funding 
program [11]. Considering that about 50% of global road vehicle exports come 
from the EU [12] and considering the EU legislation around security and data 
protection [13], CCAM is one of the most important EU initiatives in modeling 
future sustainable cities. The European Union has taken a leadership position by 
legislating the Digital Services Act (DSA) and the world’s first Artificial Intelli-
gence Act (AIA) to regulate platforms that deploy AI [14]. 

Since autonomous mobility is a long-term vision (Vision 2050) to accomplish 
zero fatality, zero-emission, and sustainability goals, it is imperative to keep in 
mind the trajectory of enabling technologies and design solutions that comply 
with the timeline to Agenda 2030. The Vision for 2050 is what we aim to achieve 
for society and it calls for the necessary short-term actions, the Agenda 2030, 
which will then allow an Outlook to 2040. 

Relevant to CCAM four domains are distinguished in EC’s Agenda 2030 [15]: 
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1) Highways and corridors: Most likely the first industrialized solutions for 
temporarily driving without any human driver responsibility. 

2) Confined areas: Various use cases where easier traffic circumstances pro-
mote early demonstration and limited industrialization. 

3) Urban mixed traffic: The most important contributor to societal objectives. 
4) Rural roads: The biggest challenge, combining high vehicle speed with full 

traffic complexity. 
In 2050, it is expected that all vehicles will have 100% real-time connectivity on 

the relevant road network and all registered vehicles will have automation but at 
different levels: 
• A vast majority of shuttles, buses, and delivery vehicles in cities will operate 

autonomously. 
• Nearly all vehicles on highways will be able to operate without immediate 

driver intervention giving the occupant time for relaxation and increased 
productivity. 

• All vehicles on all roads will have very sophisticated supporting systems in-
stalled contributing significantly to near-zero crashes as well as further reduc-
ing emissions. 

ERTRAC is the European Road Transport Research Advisory Council. It is the 
European technology platform that brings together all CCAM stakeholders to de-
velop a common vision for road transport research in Europe. ERTRAC aims to 
create and implement the needed research and innovation strategies for a sustain-
able and competitive European road transport system. In this context, ERTRAC 
is recognized and supported by the European Commission and plays an important 
role in meeting the EU’s “Smart and sustainable mobility strategy”. 

1.3. The CCAM Enabling Technologies 

In the realm of autonomous mobility, ICT plays a critical role in ensuring the 
smooth functioning of the infrastructure that is designed and built for CCAM. At 
least three technology fields will play a very important role in enabling and per-
haps challenging the autonomous mobility space of the future: 

i) Quantum computers will soon represent a real threat to the Internet and 
consequently to the CCAM infrastructure. According to the CCAM timeline (see 
Section 2.2 and Section 3.2), Level 5 AVs are not expected until 2030, which as 
illustrated in Figure 1 is also projected as the year for the launch of the quantum 
computers (QC) [16] powerful enough to break current cryptography algorithms 
that all the Internet security protocols deploy [17]. Feared as an existential threat 
to humanity, the Q-Day threat is soon becoming a reality [18]. The ability of a 
quantum hacker to forge certificates and signatures will enable an attacker to mis-
lead vehicles, causing massive traffic gridlock, or even manipulating vehicle move-
ments to cause severe, possibly fatal crashes. Because QCs are already hitting a 
million qubit mark [19] and companies are already offering their QC services to 
scientists, researchers, and developers to build, test, and run quantum computing 
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algorithms [20], we are already hard-pressed for the time when we have to secure 
connected vehicles against the emerging Q-Day threat to the entire ICT infra-
structure that’s connected. If this threat is not addressed, the safety and security 
of drivers and passengers traveling in tens of millions of vehicles that use safety-
critical V2X applications will be put at risk [21]. In AVs, V2X is present as a sub-
category of ADAS (Advanced Driver Assistance System) [22].  
 

 
Figure 1. Countdown to Q-Day (Y2Q). Credit: Cloud Security Alliance [16]. 

 
ii) Artificial Intelligence also imposes a significant challenge as it is marching 

towards AGI (Artificial General Intelligence). Last year the release of GPT-4 
caused an uproar worldwide on speculation that the next version of GPT (GPT-
5) may be AGI. Experts believe the early experiments with GPT4 already show 
early signs of AGI [23], and that the next version of GPT-5 may be AGI itself [24]. 
This led to thousands of AI experts and stakeholders signing a petition to pause 
further GPT-5 development for at least six months, highlighting AI’s potential 
dangers [25]. When the respondents of an internal survey were asked about the 
probability of human extinction from Autonomous AI or AI misuse (Figure 2), a 
majority agreed the probability was more than 80% [26]. The existential threat 
and unstoppability of AI are addressed in Section 3.3. 

iii) 6G (sixth generation) telecommunication technology [27] is also slated to 
be launched in 2030, the year of the Y2Q deadline. The ability of QC to break the 
classical encryption of 6G security can cause havoc across the Internet let alone 
disrupt the connected vehicles [28]. Section 4.4 deals with an approach to deal 
with this challenge. 

 

 
Figure 2. AI’s Human Extinction Survey. Source: Conjecture [26]. 

https://doi.org/10.4236/jtts.2024.144027


F. Raheman et al. 
 

 

DOI: 10.4236/jtts.2024.144027 468 Journal of Transportation Technologies 
 

1.4. Study Objectives and Structure of the Paper 

Connected and autonomous mobility is a vast topic spanning across multiple dis-
ciplines. Our focus in this study is limited to identifying the gaps in European 
CCAM research and proposing directions to researchers and policymakers to ac-
celerate their CCAM development initiatives. 

The European Commission has so far funded 28 CCAM projects (11 IA and 17 
RIA) in Horizon Europe calls since its launch in 2021. While these projects are 
significantly contributing to the overall CCAM knowledge base, a closer look at 
these projects reveals some challenges that are likely to pose obstacles to the EU’s 
AGENDA 2030 goals and consequently adversely impact VISION 2050, but re-
main unaddressed. They are: 

1) The current SAE Taxonomy, universally considered a gold standard, is vehi-
cle-centric underplaying the role of mobility infrastructure in enabling CCAM 
and overlooks the key role of the Road and Transport Authority (RTA) of a con-
cerned mobility jurisdiction, as a major CCAM stakeholder. Without the active 
cooperation of RTA, vehicles cannot become roadworthy and operate on roads. 

2) Quantum-safe Cybersecurity is mandatory as Internet-breaking quantum 
computing is projected to premiere around 2030. 

3) Artificial Intelligence is projected to soon reach the next level of AGI and 
pose an existential threat to humanity by becoming unstoppable if it goes rogue 
and unethical.  

4) The estimated launch of a key CCAM enabler in the future—6G is also pro-
jected for the year 2030, around the same time as QC becomes available to threaten 
6G security and consequently CCAM security.  

Accordingly, the objective of this study is to: 
i) review the literature to address these yet unmet challenges to CCAM.  
ii) design solutions to fill the gaps in CCAM research. 
iii) contribute new knowledge to the CCAM knowledge base. 
iv) draft recommendations for future research in CCAM.  
The following are the major contributions of this paper that advance the state-

of-the-art in CCAM research:  
i) A de novo review of the established taxonomy used in CCAM research sug-

gests that it needs to be updated to shift the focus from current AV-focused au-
tonomous mobility development to autonomous mobility infrastructure-focused 
development. This can be done by revising the current 6 levels of vehicle-centric 
driving automation to add a seventh level of infrastructure-centered autonomous 
traffic management system (ATMS) (Section 4.1). 

ii) There is an urgent need to upgrade the current NIST (National Institute of 
Standards and Technology) and ENISA (European Union Agency for Cybersecu-
rity) security recommendations of the “Zero Trust” (ZT) architecture to an au-
tonomous “Absolute Zero Trust” (AZT) framework for mitigating the impending 
threats to the digital infrastructure from soon-to-premier quantum computers 
(QC) that pose an existential threat to humanity resulting from their capabilities 
to break the Internet encryption. Post Quantum Cryptography (PQC) is being 
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developed to counter the Q-Day threats. PQCs are failing and may not be suitable 
for CCAM deployment. An alternate cybersecurity strategy is proposed as a 
backup if PQCs fail (Section 4.2). 

iii) Artificial Intelligence is one of the key technologies that enable CCAM. Un-
fortunately, experts predict that future generations of AI may have the potential 
to become uncontrollable and unstoppable causing an existential risk to humanity 
and a threat to human civilization [29]. A secure, ethical, controllable, and collab-
orative AI framework for CCAM is proposed (Section 4.3). 

iv) The telecommunication network is another key enabler of CCAM, 6G is the 
next generation of telecommunication to be launched in 2030 coinciding with the 
QC arrival making 6G vulnerable to cyberattacks. There is a need to secure a 6G 
network [30]. A quantum-safe 6G networking protocol is discussed (Section 4.4). 

The layout of the rest of this paper is structured as follows: Section 2 provides a 
detailed review of the literature. Section 3 examines the current gaps in EU-funded 
CCAM research and explores solutions to resolve those gaps. Section 4 lays down 
the study summary, limitations, and recommendations for future CCAM re-
search, which is followed by the conclusion in Section 5. 

2. Review of Literature 

This review of the literature is specifically in reference to the challenges to CCAM 
and the research gaps particularly mentioned above. The previous decade had 
seen a lot of hope and hype around autonomous mobility. But mainstream self-
driving remains far distant from early expectations. Self-driving has proven 
harder to get off the ground than expected. Level 3 AVs (Automated Vehicles) are 
already in production, but their utility is currently limited as the regulatory tech-
nological control of traffic by regulatory authorities remains grossly deficient. A 
decade of hype has ended in companies missing deadlines for deployments. Most 
autonomous mobility startups [31] have either shut down [32] or sold to big tech 
companies [33]. Even major ride-hailing companies such as Uber and Lyft have 
sold their self-driving vehicle program [34]. This is essentially because our cities 
are far from being ready for autonomous mobility, and unfortunately not much is 
done to build the digital infrastructure that is ready for future automation. Much 
of the CCAM research remains vehicle-centric. We review the literature de novo 
to identify the challenges that CCAM research is currently facing and explore so-
lutions to resolve those challenges. 

2.1. SAE Levels of Driving Automation 

In achieving CCAM, building self-driving AVs may well seem to be the easiest 
part. The far more difficult task will be creating, securing, and maintaining our 
urban transportation infrastructures for AVs. The presumption that the availabil-
ity of self-driving AVs will automatically result in autonomous traffic and achieve 
the “Zero Fatality” goal of Vision 2050 is flawed. AVs per se can neither achieve 
the “Zero Fatality” goal on their own, nor our current AV-centric research on 
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autonomous mobility can automatically make the traffic autonomous. There is a 
need to make digital infrastructure smart enough so that AVs understand roads 
well enough to help them drive better than humans. The diversity of traffic regu-
lations adds to the problem. 

 

 
Figure 3. SAE levels of driving automation, Source: SAE [37]. 

 
One reason why CCAM research is so predominantly AV-focused and a bit easy 

on infrastructure development can be attributed to the SAE taxonomy on levels 
of driving automation (Figure 3). Established as a de facto gold standard for de-
fining autonomous mobility, all 6 levels of the SAE taxonomy define autonomous 
mobility exclusively from the AV perspective paying little attention to the infra-
structure. All of the CCAM projects, particularly, FAME [35] and INFRAMIX 
[36], dealing with CCAM taxonomy and CCAM infrastructure, built their con-
cepts relying on the well-established SAE Levels of Driving Automation [37], pub-
lished in 2014 by the Society of Automotive Engineers (SAE) (Figure 3).  

2.2. Present and Future of CCAM Cybersecurity 

In CCAM, the possibilities for integrating devices, infrastructure paraphernalia, 
and vehicles seem endless. IoT devices are deeply embedded in the automotive 
and smart mobility ecosystem, dramatically transforming CCAM industries with 
increased efficiencies and innovation. However, this rapid technological evolution 
presents unique challenges, particularly in ensuring the cybersecurity and data 
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integrity of IoT devices. The EU has been a leader in IoT compliance, enacting 
comprehensive legislation such as the Cybersecurity Act and GDPR compliance 
measures to safeguard its digital ecosystem. And, because the connectivity of these 
is the mainstay of CCAM, there are security risks to the networks they are con-
nected to. As the use of open-source software in building CCAM applications be-
comes the norm, the risk of zero-day vulnerability increases exponentially, and 
the risk of cyber-attacks against connected vehicles and AVs multiplies [38]. As a 
result, new threats and dangers arise every day. The complexity of the growing 
number of safety and other features that modern vehicles integrate has caused the 
amount of software code to grow exponentially. CCAM development mandates a 
much higher reliance on software for enabling autonomous mobility leaving AVs 
more vulnerable to cyberattacks. Operating AV on public roads is complex on 
account of interactions with very unpredictable items and risks such as other ve-
hicles, pedestrians, cyclists, potholes, or animals. As a result, AVs require orders of 
magnitude more complex software than aircraft [39]. For example, as illustrated in 
Figure 4 an AV may have 100 million lines of code, while a Boeing 787 or a F-22 
jet fighter may have only 6.5 million and 1.7 lines of code respectively [40]. Pro-
ducing such CCAM software for AVs is challenging, costly, and ridden with errors, 
increasing the propensity of vulnerabilities system failures, and accidents [41].  

 

 
Figure 4. Aircraft and automobile code comparison. Source: GAO [40]. 

2.2.1. Current Cybersecurity Status 
“Cybersecurity is the mother of all problems. If you do not solve it, all the other 
technology stuff just does not happen,” [42] Cybersecurity experts unanimously 
agree [43] that data within a connected device can never be entirely secure because 
network exposure can never be risk-free. If there was a foolproof solution to cy-
bersecurity, cybercrime would not have been predicted to skyrocket to become 
over $23.8 Trillion industry by 2027 [44].  

a) Cyberattack Incidents: 
The number and scale of cyber incidents have grown significantly over the 

years, threatening passenger and vehicle safety and carrying operational implica-
tions. A recent report on automotive cybersecurity report published the following 
facts [45]: 
• In 2023, the number of high and massive-scale incidents potentially impacting 

millions of mobility assets increased by 2.5 times compared to 2022. 
• 95% of cyber-attacks are executed remotely, and 85% of them are long-range. 
• High and massive-scale attacks can potentially impact up to millions of mobility 
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assets (e.g. vehicles, charging stations, companion apps, backend systems). 
• In 2023, deep and dark web activities related to the Automotive and Smart 

Mobility ecosystem have increased by 165%.  
• Nearly 65% of deep and dark web cyber activities had the potential to impact 

thousands to millions of mobility assets.  
• Attacks on telematic and application servers account for 43% of all attacks (up 

from 35% in 2022).  
• 37% of threat actors’ actions had a far-reaching impact – targeting multiple 

OEMs simultaneously. 
• Attacks on infotainment systems have almost doubled in 2023 – accounting 

for 15% of all attacks (up from 8% in 2022).  
In the first 6 months of 2024, Upstream reported 1300+ incidents of cyberat-

tacks on the automotive industry1. 
Such extraordinary growth of cybercrime will get worse when the Q-day arrives. 

Q-Day is when quantum computers, with computing speeds millions of times 
faster than the fastest classical computer, will break the Internet [46]. 

For all the above reasons, it is imperative that the automotive sector increases 
its level of preparedness and reinforces its response capabilities to handle emerg-
ing cybersecurity issues connected to AI. Because the hacks could be dangerous 
for passengers, pedestrians, and other people on the road, AVs impose high ex-
ternal costs; they have higher testing and regulation standards than other technol-
ogies such as personal computers and mobile phones.  

b) The AV Attack Surface: 
Modern vehicles come with multiple interfaces that connect the vehicle to the 

external networks leaving the vehicle’s safety-critical systems, such as braking and 
steering, vulnerable to attacks, through direct, physical access to a vehicle (via the 
statutorily mandated onboard diagnostics port), as well as remotely through 
short-range and long-range wireless channels (Figure 5) exploiting the vulnera-
bilities in the short-range and long-range wireless connections to vehicles [40] 
(Figure 5). Long-range attacks could potentially impact many vehicles and allow 
an attacker to access targeted vehicles from anywhere in the world. With the pro-
liferation of the infrastructure mobility devices that attack the surface are expected 
to grow exponentially. 

 

 
Figure 5. Hackers entry points. Source: US Government Accountability Office (GAO) [40]. 

 

 

1https://upstream.auto/research/automotive-cybersecurity/?id=null.  
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c) The Zero Trust Defense Strategy: 
A report by the European Union Agency for Cybersecurity (ENISA) finds that 

self-driving vehicles are vulnerable to hacking because of the advanced computers 
they contain [47]. The ENISA report contains several recommendations, one of 
which is that security assessments of AI components be performed regularly 
throughout their lifecycle to ensure that AI models and vehicles always behave 
correctly when faced with unexpected situations or malicious attacks. The report 
also stresses that the automotive industry should embrace a security-by-design 
approach for the development and deployment of AI functionalities, where cyber-
security becomes the central element of digital design from the beginning. Zero 
Trust network architecture is another ENISA recommendation for any ICT de-
velopment [48]. Zero Trust (ZT) was created because traditional security models 
operate on the outdated assumption that everything inside an organization’s net-
work should be implicitly trusted. In 2020, NIST defined it as “a term for an evolv-
ing set of cybersecurity paradigms that move defenses from traditional static, net-
work-based perimeters to focus on users, assets, and resources [49].” It lays out a 
user-centric security vision as compared to its perimeter-focused predecessors. 
Rooted in the principle of “never trust, always verify,” ZT is designed to protect 
modern environments and enable digital transformation by using strong authen-
tication methods, leveraging network segmentation, preventing lateral move-
ment, providing threat prevention, and simplifying granular, “least access” poli-
cies. But strictly speaking, all cybersecurity approaches in the state-of-the-art, in-
cluding ZT remain policy-based [50] [51], and autonomous, unmonitored zero 
trust security by design that CCAM ideally requires, is virtually impossible [52]. 

2.2.2. Future of CCAM Cybersecurity in the Age of Quantum Computing 
The non-linear exponential growth in QC has opened the possibility of threaten-
ing the PKI and hash functions in the near term [53]. Q-Day, the day when quan-
tum computers can render all current encryption methods meaningless, is pre-
dicted to arrive sooner than one thinks [54], possibly as early as 2030 [55]. In fact, 
at least 6 companies have already started offering their current QC capabilities as 
commercial cloud services [20].  

Quantum Computing (QC) is rapidly evolving as a new computing paradigm 
that utilizes quantum mechanics to solve complex problems faster than classical 
computers. As much as QC is a boon for research endeavors globally, it can also 
be deployed as a tool of destruction that adversaries can potentially exploit [56]. 
Because of its extraordinary computing speed, QC can easily decrypt today’s en-
cryption schemes to break the Internet [46]. Theoretically, all cryptographic algo-
rithms are vulnerable to quantum attacks. QC with sufficient qubits capacity will 
be able to break nearly all modern public-key cryptographic systems, threatening 
an impending Quantum apocalypse [56] [57]. Any security risk to the Internet 
impacts CCAM and is also considered an existential risk to humanity [58] and 
needs to be mitigated with some urgency. Last year, the Cloud Security Alliance 
launched a countdown to Y2Q (years to quantum) that predicts just under six 
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years until QC can crack current encryption (Figure 1), while others think it 
might arrive earlier than that [54]. Before the QCs arrive with sufficient qubits, 
we must be ready with quantum-safe cryptographic algorithms, tools, techniques, 
& and deployment strategies to protect our ICT infrastructure. Post Quantum 
Cryptography (PQC) is being aggressively pursued worldwide to secure our cryp-
tography-dependent digital infrastructure as recommended by NIST [59].  

Two major NIST initiatives taken in recent years aimed at mitigating the cyber-
security crisis include:  

i) Post Quantum Cryptography (PQC) Standardization Project [60], 
ii) Zero Trust Architecture (ZTA) [48] [49]. 
These initiatives are also supported by the ENISA (EU cybersecurity agency) in 

its revised EU directive on the security of network and information systems 
(NIS2) [61]. The NIS2 Directive and the Cyber Resilience Act, seek to enhance 
IoT device security standards across the EU. A EuroQCI (European Quantum 
Communication Infrastructure) initiative was launched in 2019 [62]. The US 
Congress passed the Quantum Computing Cybersecurity Preparedness Act (H.R. 
7535) in July 2022 [63], and on December 21, 2022, President Biden signed it into 
law [64]. The Act encourages “federal government agencies to adopt technology 
that will protect against quantum computing attacks.” This marks a major mile-
stone in the global effort to develop and deploy quantum-resilient cybersecurity. 
These legislations made the world move quickly against the coming QC threat 
since upgrading existing governmental and commercial cryptography infrastruc-
ture takes significant effort and years. This has accelerated the adoption of the 
Zero Trust Architecture in Europe and redefined the approach to cybersecurity 
[65]. In a recent RSA2023 event, experts suggested that PQC (Post Quantum 
Cryptography) will become a core part of IT infrastructure to extend Zero Trust 
to future QC [66]. If we don’t do anything, the Internet as we know it now may 
simply cease to exist. These initiatives can significantly impact operators, distrib-
utors, and manufacturers of IoT devices, imposing fines or reporting require-
ments, marking a major milestone in the global effort to develop and deploy quan-
tum-resilient cybersecurity, making the world move quickly against the coming 
QC threat since it takes significant effort and years to upgrade existing govern-
mental and commercial cryptography infrastructure. However, these initiatives 
are facing implementation challenges. 

In 2016 NIST published a report on the rising threat to encrypted Internet data 
by QC and the catastrophic impact that would have on the integrity of the global 
IT infrastructure [64]. In 2017 NIST launched an initiative to standardize PQC 
for real-world commercial use in securing our digital infrastructure from quan-
tum threats [67]. However, all the currently available evidence indicates that it will 
be virtually impossible to defend against QC threats as the classical security prim-
itives that vehicles support will eventually be compromised by quantum attacks 
because the hardware security modules of vehicles on the road cannot simply be 
disenrolled from the V2X system [68], At the same time, the strategy to simply 
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roll out new vehicles with only Post-Quantum Cryptography (PQC) support (once 
possible), while most vehicles on the road support only classical cryptography, is 
highly optimistic and likely impractical for two reasons:  

Firstly, all the PQC algorithms selected for standardization by the NIST have 
so far failed [52].  

Secondly, even if any PQC algorithm succeeds in sustaining quantum threats, 
it cannot be used in a plug-and-play manner with current V2X systems [68].  

All of this means the cybersecurity of CCAM faces a catch-22 situation not en-
visaged when the CCAM goals were planned not considering the existential threat 
from QC and its impact on V2X communication [30].  

2.3. Artificial Intelligence (AI): The Key Enabler of CCAM 

The AI Act seeks to ensure a democratically legitimate, interdisciplinary, stake-
holder-inclusive, and responsive approach to AI regulation, which can safeguard 
fundamental rights and anticipate, identify, and mitigate a broad spectrum of AI 
risks [69]. The existential threat to humanity from Artificial Intelligence (AI) [70] 
and its rapid industrialization is increasingly becoming a cause of concern because 
of its vulnerabilities and misuse by bad actors [58]. Experts warn of existential risk 
[58] and cyber warfare [71] from AI being greatly amplified by the development 
of QC. All types of autonomous mobility, whether surface-bound AVs, UAVs 
(Underwater autonomous vehicles), or airborne UAVs (unmanned aerial vehi-
cles), in all modes of CCAM, entirely rely on the security, integrity, robustness, 
and ethical controllability of the AI systems deployed.  

AI is not a monolithic term but a phenomenon that bears nuances that need to 
be seen through the lens of its evolutionary stages consisting of ANI (artificial 
narrow intelligence), AGI (artificial general intelligence), and ASI (artificial super 
intelligence) [72]. The use of the AI term in the paper implies inclusivity of its 
evolutionary stages.  

2.4. 6G Telecommunication Network for CCAM 

Along with QC and AI, production-grade 6G is also projected to be launched in 
the year 2030 [73] [74]. As we approach the QC era, the security threats to 6G 
networks from QC have become real. Harvest now and decrypt later attacks are 
already happening [75]. This will result in new challenges to achieving at least 
three of the eight 6G goals [75], as illustrated in Figure 6 (highlighted in red-col-
ored circles) and listed herein: 

1) 1000 times lower cost compared to 5G [30], 
2) Reliability Resilience, Security on account, 
3) Very low latency. 
Cryptography remains the mainstay of securing the Internet and the 6G networks. 

Post quantum cryptography (PQC) algorithms are currently under development and 
standardization by the NIST and other regulatory agencies. PQC deployment will 
make the 6G goals of very low latency and low cost almost unachievable, as most 
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PQC algorithms rely on keys much larger than those in classical RSA (Rivest, Sha-
mir, and Adleman) algorithms. The large PQC keys consume more storage space 
and processing power, increasing the latency and costs of their implementation. 
Moreover, all the PQC candidates under NIST evaluation have so far failed [52], 
seriously jeopardizing their standardization and placing the security of 6G against 
the Q-Day threat in a catch-22 situation [30]. 

 

 
Figure 6. Impact of quantum computing on 6G networks. Source: Journal of Infor-
mation Security, 15(3), 340-354. 

2.5. Role of Policy and Regulatory Frameworks in Supporting 
CCAM 

Effective policy and regulatory frameworks are essential for advancing Connected, 
Cooperative, and Automated Mobility (CCAM) systems. Collaboration among 
governments, manufacturers, and tech companies is crucial to creating a cohesive 
regulatory environment. Governments play a pivotal role in setting safety stand-
ards, data privacy laws, and ethical guidelines for autonomous vehicles (AVs), 
providing a predictable environment that encourages investment and innovation. 
Developing stringent safety standards covering performance, sensor reliability, 
cybersecurity, and emergency response is essential. Robust data protection laws 
are necessary to ensure secure data handling and user privacy, while transparent 
ethical frameworks must be established for decision-making in AV scenarios to 
reflect societal values.2 

Collaboration is key to a cohesive regulatory environment. Public-private part-
nerships allow governments and private sector players to test technologies and 

 

 

2https://assets.publishing.service.gov.uk/media/62ff438c8fa8f504cdec92df/cam-2025-realising-bene-
fits-self-driving-vehicles.pdf.  
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refine regulations through joint AV projects. Participation in standardization 
bodies like ISO and SAE helps develop universal technical standards. Joint re-
search and development initiatives accelerate technological advancements and ad-
dress challenges. Continuous dialogue through forums and working groups ena-
bles stakeholders to adapt regulations to emerging issues. 

Public trust is crucial for the successful deployment of AVs. Clear communica-
tion about AV benefits and risks through public awareness campaigns is vital. 
Demonstration projects and pilot programs help familiarize the public with AV 
technology, reducing skepticism. Proactively addressing concerns such as job dis-
placement ensures the equitable distribution of AV benefits. 

A well-coordinated regulatory environment that addresses safety, ethical, and 
societal challenges is key to the successful implementation of CCAM. Collabora-
tion among governments, manufacturers, and tech companies, along with public-
private partnerships, standardized regulations, and continuous engagement, will 
pave the way for the widespread adoption of autonomous mobility solutions. 

2.6. Case Studies on Autonomous Vehicle Implementations 

Successful examples and case studies illustrate the progress towards achieving 
100% vehicle connectivity through autonomous vehicle (AV) trials. These exam-
ples highlight potential benefits such as enhanced safety, reduced emissions, and 
improved traffic management, all in alignment with the European Commission’s 
Vision 2050 goals. 

In Amsterdam, trials with autonomous shuttles and delivery vehicles have 
proven pivotal [76]. These AVs, equipped with technology for full connectivity 
with traffic signals and infrastructure, help optimize traffic flow and reduce con-
gestion, contributing valuable data for sustainable urban mobility. Similarly, Bar-
celona has integrated AVs into its public transport system, aiming to reduce con-
gestion and emissions while enhancing efficiency [77]. These AVs communicate 
with traffic lights and infrastructure, ensuring smooth traffic management and 
aligning with Vision 2050 objectives for sustainable urban transport. Germany has 
also launched several pilot projects focusing on automated driving in urban areas.3 
These projects assess the safety and efficiency of AVs in mixed-traffic environ-
ments, providing critical data to develop future regulations and standards. The 
trials demonstrate robust connectivity and communication capabilities essential 
for integrating AVs into existing traffic systems. 

Despite these advancements, several challenges remain. Sensor reliability is a 
major issue, as current technologies can be affected by adverse weather conditions. 
Ethical concerns in decision-making algorithms, particularly in life-and-death sit-
uations, require transparent development and societal input. Additionally, public 
acceptance of AV technology is critical. Overcoming skepticism involves rigorous 
testing, transparent reporting, and public engagement to build trust and under-
standing. 

 

 

3https://www.eict.de/en/projects. 
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3. Gaps in CCAM Research 

After identifying the gaps in CCAM research it is pertinent to design solutions or 
at least propose directions that CCAM researchers can take to fill these gaps.  

3.1. CCAM Taxonomy 

AVs represent a significant departure from conventional road transport. Much of 
the CCAM research focuses on the capabilities of an AV in terms of the technol-
ogy onboard but a vehicle’s surroundings play an equally important part. Infra-
structure is a crucial part of the operating environment of any AV that determines 
where and how it can operate. The infrastructure comprises physical infrastruc-
tures, such as roads, traffic signs, and signals, as well as the invisible digital infra-
structure. Creating special-purpose physical infrastructure solely for the use of 
AVs is impossible because of the prohibitory costs and time constraints. At pre-
sent, there is limited incentive to invest in physical upgrades to the road network 
because there is limited evidence on what makes a road “good” for AVs, as tech-
nology is still evolving. Moreover, there are no standards available for designing 
or refitting roads for the benefit of AVs. Hence, creating vehicles capable of work-
ing on the existing physical road network is a better strategy [78]. But there is a 
better case for developing the “invisible infrastructures” of digital connectivity, 
data, and institutional capacity on which AVs will rely, such as V2X connectivity, 
availability and reliability of high-definition maps, the availability of live data on 
road infrastructure, including all traffic regulations and establish data standards, 
architectures for applicable digital infrastructures for improving AV’s ODD (Op-
erational Design Domain) modeling. 

3.1.1. The Invisible Infrastructure 
It is the invisible infrastructure support to the connectedness of the vehicles and 
the relative awareness of their peers and their navigational paths that’s key to 
CCAM. It is the shared collective intelligence of the participating vehicles that 
makes the traffic collision-free and autonomous. If it is the collective intelligence 
of the moving vehicles that makes the traffic autonomous, it must be generated, 
compiled, interpreted, and disseminated amongst all the participating vehicles in 
real-time by an autonomous traffic management system (ATMS). Such ATMS 
must not only provide networkability but establish robust vehicle-to-vehicle 
(V2V), vehicle-to-infrastructure (V2I), or collectively V2X (vehicle-to-every-
thing) connectivity to achieve collision-free navigation through dense, dynamic 
traffic of participating vehicles. The future of AVs will depend on how well that 
interaction can be managed. Thus, the major showstopper is not the availability 
of AV, but the lack of supporting digital infrastructure. The disconnect between 
the participating vehicles and the non-existent ATMS makes any level of autono-
mous traffic impossible.  

3.1.2. SAE J 3016 Taxonomy Criticism 
Although CCAM is a multidisciplinary research field, it is mostly dominated by 
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AV stakeholders, keeping the research AV-centered. Even the SAE taxonomy for 
“levels of driving automation” is AV-centered, without all levels being classified 
from the perspective of a vehicle. The vehicle-centricity of SAE J3016 is under-
standable coming from a professional society of automotive engineers that’s dom-
inated by automotive industry stakeholders and does not include adequate repre-
sentation from the traffic regulators, mobility infrastructure builders, and intelli-
gent transportation managers. Consequently, autonomous mobility has seen the 
total absence of Road and Transport Authorities (RTAs) as stakeholders when 
their role is so crucial that no vehicle can be on the road without their approval in 
the first place. The term closest to an RTA in SAE and FAME projects is “road 
operator,” which is too narrow to incorporate the essential functions of licensing 
and regulating the mobility of vehicles in any jurisdiction4. No vehicle in any ju-
risdiction can become roadworthy unless approved by RTA. 

The impact of any scientific statement is not solely determined by its intrinsic 
merit or efforts but largely by the collective response and interactions of a broader 
community, which includes both supporters and dissenters [79]. We noticed this 
inadequacy while scanning through the EU-funded CCAM projects to find the 
gaps in CCAM research and design a future-ready, quantum-safe, AI-powered 
CCAM infrastructure that revolved around the RTA as a principal stakeholder. 
We are not the only ones to point out the fallacy. There are other researchers who 
believe that the “SAE levels have served their purpose, but they now look inade-
quate to the task of informing future discussions,” and should turn outward to-
ward environments [80]. Hopkins & Schwanen show how SAE taxonomy con-
tributes to a narrow conceptualization of automated futures not allowing for more 
nuanced spatial and temporal understandings of future systems [81]. They further 
conclude that they would have drawn similar conclusions if BASt (Germany) and 
NHTSA (US) standards had become the de facto global standard. Some other au-
thors opine that ‘SAE J3016 implies an “all or nothing” approach for the human 
operation of the driving task’ [82], and SAE taxonomy “does not fully consider 
the infrastructure support required for each level,” and propose a supplementa-
tion to the SAE taxonomy [83] [84]. 

However, ignoring the onboarding of RTA as the key CCAM stakeholder, and 

 

 

4“Infrastructure” is more than the physical road. The digital and data components that support auto-
mation are just as important, and the legal and institutional frameworks governing and managing 
their use are also critical. Surprisingly the SAE International taxonomy does not define the most im-
portant mobility stakeholder, viz. government authorities who license motor vehicles for their road-
worthiness. No AV can be on the road without regulatory approval from the respective government. 
The term “road operator” in SAE (https://www.sae.org/standards/content/j3216_202107/) or SAE-in-
spired FAME project taxonomy (https://taxonomy.connectedautomateddriving.eu/road-operator/) 
neither incorporates all the nuances that CCAM implementation entails, nor a fair representation of 
the regulatory authority that authorizes the vehicles to operate on the roads. At best it may represent 
an agency that builds the roadside infrastructure, such as road facilities, signages, markings, and ser-
vice stations, or software vendors for the operation, control, and maintenance of communication net-
works. In many jurisdictions, a motor vehicle registry that licenses the vehicles for roadworthiness 
operates separately from a public works department that builds, supports and maintains the roadway 
infrastructure and the law enforcement department that enforces law and order. 

https://doi.org/10.4236/jtts.2024.144027
https://www.sae.org/standards/content/j3216_202107/
https://taxonomy.connectedautomateddriving.eu/road-operator/


F. Raheman et al. 
 

 

DOI: 10.4236/jtts.2024.144027 480 Journal of Transportation Technologies 
 

with the much inconspicuous dissent, SAE’s 6 levels of automation have become 
a cornerstone and de facto gold standard of CCAM research. The vehicle-centric 
development of CCAM on its own will not take us to the zero-fatality goals with-
out involving the road and transport infrastructure and its controlling stake-
holder—the road traffic authorities (TRAs). It is therefore imperative to introduce 
another level of automation that enables the development of an autonomous traf-
fic management system (ATMS). 

3.1.3. Time to Update CCAM Taxonomy to Include the Infrastructure 
Automation 

A review of the criticism of the SAE J3016 Taxonomy for levels of driving auto-
mation makes it clear that all the criticism arises from the SAE classification being 
too AV-centric with inadequate representation of the role of infrastructure in the 
autonomous mobility taxonomy [80]-[84]. As elaborated later in this discussion, 
this deficiency is also perceived by the Commission-funded INFRAMIX project 
that proposed a five-sublevel supplement to the SAE taxonomy to address the de-
ficiency of infrastructure underrepresentation.  

Given the pace of developments in AI, 6G, and quantum computing (QC), the 
enabling technologies most relevant for the CCAM extravehicular infrastructure, 
onboarding RTAs for boosting the infrastructure-focused development of CCAM 
is long overdue. Better late than never, this report is an attempt to fill the gap. As 
SAE levels have become the gold standard for autonomous mobility taxonomy, 
simply staying closer to that standard contextually and visually makes more sense 
than the complex approaches suggested by other authors [81]-[84]. Not disturb-
ing the existing SAE levels, and adding another level of infrastructure automation 
that incorporates autonomous traffic as the seventh level should serve the pur-
pose. As illustrated in Figure 7, the new proposed “Levels of Automated Mobility 
for CCAM,” adds level 7 to the CCAM development roadmap by inducting au-
tonomous traffic management infrastructure. This new taxonomy splits CCAM 
development into Autonomous Vehicle Research and Autonomous Traffic Re-
search and draws up a roadmap to Vision 2050 based on the ERTRAC CCAM 
Roadmap, which provides the position of an independent European Technology 
Platform, aiming at drawing an overall long-term picture together with the next 
steps for realistic use cases (Figure 8). 

INFRAMIX, an EC-funded project reinforces the fact that SAE taxonomy is in-
deed vehicle-centric and ignores infrastructure development. It defines Levels of 
Infrastructure Support for Automated Driving (ISAD) as a general way of classi-
fying available roadway infrastructure features that could affect the ODD con-
straints of CAD (connected autonomous driving) systems [85]. These levels aim 
to classify and harmonize the capabilities of a road infrastructure to support AVs. 
The rationale for proposing this classification scheme is to find a mechanism to 
augment the limitations of environmental perception of AV onboard sensors with 
the numerous traffic and environmental sensors already present in the road infra-
structure. In anticipation of this, information shortage on the vehicle side can be 
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compensated by information provided by the road infrastructure. Moreover, as 
these levels can be assigned to parts of the road network, they can give automated 
vehicles and their operators guidance on what the INFRAMIX project calls “read-
iness” of the road network for CAD system deployment. National projects such as 
AUTOMOTO have further elaborated on the attributes of ISAD infrastructure 
support levels [86]. Figure 9 illustrates a roadmap with the proposed levels of au-
tomated mobility integrated with ISAD infrastructure classification developed by 
the INFRAMIX project. 

 

 
Figure 7. Levels of automated mobility for CCAM. 

 

 
Figure 8. Timeline to vision 2050 with new levels of automated mobility for CCAM. 
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Figure 9. Vision 2050 timeline with levels of automated mobility integrated with ISAD infrastructure taxonomy [x]. 

3.2. CCAM Cybersecurity: Mitigating the Q-Day Challenge 

Life without computers is unimaginable, and so is a computing device without 
third-party permissions or inherent vulnerabilities [30] [42] [52] [56] [58] [74] 
[87]-[89]. These permissions make computers usable but introduce vulnerabilities 
that make them a soft target for cybercriminals. Legacy computing devices or for 
that matter CCAM devices cannot be built without third-party permissions, 
which, on the one hand, makes the device usable with accessibility to a diverse 
range of applications, but on the other hand, allows bad actors to exploit those 
permissions creating vulnerabilities. Hence, all computers are inherently vulner-
able, and the attack surface is the necessary evil that we must live with. ZVC is an 
award-winning cybersecurity paradigm [89] that challenges the status quo to de-
sign future computers that can revolutionize conventional cryptography-dependent 
cybersecurity. It is encryption agnostic and therefore inherently resistant to QC.  

 

 
Figure 10. 5-step legacy zt process vs autonomous AZT. Source: Journal of Computer & 
Communications 12(3): 252-282. 
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3.2.1. Zero Trust Is Not Absolute or Autonomous 
As discussed in Section 2.2.1c all regulators (NIST and ENISA) recommend Zero 
Trust Architecture for securing any digital infrastructure. In legacy computing 
environments, trust itself is a vulnerability and should be eliminated, like all vul-
nerabilities [90]. Hype surrounds any new concept or phenomenon, as is the case 
with “ZTA” (Zero Trust Architecture). Michael, et al. claim that the concept of 
ZTA is currently a moving target, and developing and sustaining ZTA is essen-
tially impossible [50]. Some experts consider Zero Trust as a misnomer [91]. 
When a good majority of cybersecurity experts believe ZTA itself is impossible or 
illusive [92], the legitimacy of research reports claiming ZTA by design is, at best, 
questionable. Moreover, implementing the legacy zero-trust strategy is a multi-
step process that entails defining the protection surface, mapping the transaction 
flows, defining the relevant architecture, creating the zero-trust policy, and mon-
itoring and maintaining the zero-trust environment (Figure 10). Integrating all 
these steps into ZTA by design at the build-time is impossible as these conditions 
change during the runtime according to the prevailing circumstances and require 
continuous monitoring by a dedicated team. Therefore, “Absolute Zero Trust” 
(AZT) by design was impossible in the prior art because its complex policy imple-
mentation could not run autonomously 24/7 without human intervention [51] 
[52].  

3.2.2. The Autonomous Absolute Zero Trust (AZT) Architecture 
A recent report extends the concept of ZT beyond “trust no one, trust no device 
and trust no network,” to “trust no application and trust no code” (Figure 10). 
The legacy ZT implementation remains a policy-based strategy or model and not 
a product, while AZT is a product that delivers autonomous security by design 
coded into the program at build time without the need to define or continuously 
monitor policies. Figure 11 illustrates an AZT framework powered by ZVC, AI, 
and blockchain. We recently described a Quantum-safe Ledger Technology 
(QLT), a blockchain framework that is resilient to Q-Day threats [93]. As we will 
see in the next section AI is decentralized with QLT blockchain. As third-party 
permissions are banned, only authorized users can enter the AZT network 
through the V2X gateway. The AZT network is owned and operated by RTA to 
run the ATMS (autonomous traffic management system). Since the V2X router is 
the gateway to the AZT network and a single point of entry to the AZT network, 
all handshakes with peers for access to the network components including the 
participating vehicles’ CAN bus should be authenticated at the V2X gateway de-
vice. It is therefore imperative that both the V2X components of the CCAM infra-
structure, the RSU (roadside unit) and the OBU (onboard unit), are controlled 
and operated by the RTA. Although OBU V2X comes built into the AV, the RTA 
can mandate a plug-and-play V2X device at the time of AV registration. Compli-
ance with this mandate ensures that the onboard security of AV is not compro-
mised through CAN bus hacks (Figure 11).  
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Figure 11. The absolute zero trust (AZT) architecture for CCAM powered with ZVC, AI, and wechain. 

3.3. CCAM Intelligence: Taming the AI with Collective Artificial 
Super Intelligence (CASI) 

AI is a key enabler of CCAM. As discussed in Sections 2(iii) and 3.3, AI runs the 
risk of existential risk to humans if it goes into rogue hands and becomes unstop-
pable. This is essentially routed in two inherent mandatory and uncircumventable 
rules of computing that render computers vulnerable. A recent report tested the 
following hypothesis [94]. 

“Safe, secure, ethical, and controllable AGI/QC is possible by conquering the 
two unassailable rules of computability with Collective Artificial Super Intelli-
gence (CASI).” 

These rules are: 
i) Third-party permissions, which we discussed in the preceding section. 
ii) Whether a specific Turing machine should halt or run infinitely is undecid-

able. Termed “the Halting Problem” [95], this phenomenon renders AI/AGI un-
stoppable and uncontainable if it goes rogue [96]. 

These rules are paradoxical and sort of necessary evils that cannot be circum-
vented in prior art (Figure 12). 

 

 
Figure 12. The permissions paradox and the halting problem paradox. 
Source credit: Intelligent Information Management, 16(3), 121-146 [94]. 
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3.3.1. Solving the Halting Problem with Blockchain 
Alfonseca et al. argue that total containment of superintelligence is principally 
impossible due to the fundamental limits inherent to the theory of computing it-
self [98]. However, we discovered that blockchain’s smart contract can solve the 
halting problem in any of the two unconventional ways [94].  

i) Smart Contract Fee Restriction: Smart contracts offer transparent, tam-
perproof, and cost-effective alternatives to traditional contracts. Miners/valida-
tors of blockchain transactions spend resources to validate and record each trans-
action on the blockchain, which costs are recovered as transaction fees. A 
miner/validator will terminate the script if it runs out of funds. Thus, blockchain 
can indirectly address the halting problem by introducing the concept of gas 
(transaction fee) restriction. Any unethical decision by smart contract transaction 
can be stopped by fee restriction by diving all ML actions into two types: 
- routine, no-fee ML actions pre-approved by the DAO (decentralized autono-

mous organization) that governs the blockchain; 
- All new suspect ML actions require fee-based smart contract authentication, 

wherein the DAO controls such fee remittance. 
ii) Non-Turing Complete Smart Contract: Conventional smart contracts are 

coded in a Turing complete programming language. Recent evidence suggests that 
smart contracts can also be efficiently coded using a non-Turing complete lan-
guage [97]. Vyper is a non-Turing complete programming language that does 
not face the halting problem, and smart contracts coded in Vyper are more effi-
cient in terms of performance speed, storage, and eliminating certain classes of 
bugs [98]. This means a CASI smart contract coded in a non-Turing language 
can automatically stop anytime the ML detects an unethical anti-human action 
[94]. 

3.3.2. Decentralized Machine Learning for a Democratic and Ethical AI 
The decentralized cyber secure AZT framework of CASI provisions a Federated 
Machine Learning (FML) architecture to distribute ML/DL across layers of de-
vices (Figure 13). Such a decentralized training model deploys the QLT block-
chain framework [93] and overcomes the shortcomings of the conventional cen-
tralized learning, which is prone to single point failure and has serious privacy 
and security issues, besides being slower and resource intensive compared to a 
system distributed across several nodes. Thus, the AZT infrastructure federates 
ML models across all the layers of the AZT cloud continuum infrastructure laying 
a foundation for a complete computing continuum that’s capable of federating 
infrastructures, programming applications, and services, composing dynamic 
workflows and most importantly democratizing the decision options (Figure 13). 
Because of its network architecture that redistributes resources across all the lay-
ers, AZT powered CASI ecosystem is resilient, energy-efficient and capable of ef-
ficiently reacting in real-time to unpredictable data sizes, availability, locations, 
and data transmission rates. This will also provide application developers with 
greater control over network, computing, and data infrastructures and services, 
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and the end-user will benefit from seamless access to continuous service environ-
ments. 

 

 
Figure 13. Machine learning & deep learning: Legacy AI vs Collective Artificial Super In-
telligence (CASI). 

3.4. Security of Future 6G C-V2X Networks with AZT 

While the debate on the choice of technology for V2X between DSRC (Dedicated 
Short-Range Communication) and cellular network (C-V2X) goes on in Europe, 
Aziz et al. [99] recently demonstrated that future use cases of autonomous driving 
will require both technologies to be used in coordination. For connecting drivers, 
pedestrians, and road infrastructure C-V2X is crucial. State-of-the-art multi-wire-
less standard devices employ individual modules for different technologies. When 
a vehicle is equipped with DSRC technology, the location, heading, and speed are 
broadcast 10 times per second. Although a still to premier, 6G technology is ex-
pected to provide a data collection speed of up to 1,000GB per second (100 times 
faster than 5G), with a capacity to service 10 million devices per square kilometer 
(compared to 1 million devices with 5G) [100]. Although DSRC can efficiently 
enable short-distance communications, DSRC alone cannot support the entire 
CCAM digital infrastructure. C-V2X with 6G will become indispensable in the 
future. 

Cryptography remains the mainstay of securing the Internet and the 6G net-
works. As discussed in previous sections, PQC (Post quantum cryptography) al-
gorithms are currently being developed and standardized by the NIST (National 
Institute of Standards and Technology) and other regulatory agencies. PQC de-
ployment will make the 6G goals of very low latency and low cost almost 
unachievable, as most PQC algorithms rely on keys much larger size than those in 
classical RSA algorithms that are deployed today. Because of its file size, the PQC 
keys consume more storage space and processing power, increasing the latency 
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and costs of their implementation resulting in compromising the desired latency 
and pricing goals of 6G networks. Moreover, all the PQC candidates under NIST 
evaluation have so far failed [52], seriously jeopardizing their standardization and 
placing the security of 6G against the Q-Day threat in a catch-22 situation [30]. 

Research on 6G networks currently faces a catch-22 situation [30], perhaps not 
envisaged when the 6G targeted parameter goals were planned [101] [102]. How-
ever, as we approach the QC era, the security threats to 6G networks from QC 
have become real [103], resulting in new challenges in achieving at least three of 
the eight 6G goals, as illustrated in Figure 6 in Section 3.4: 
• 1000 times lower cost compared to 5G [30] [102], 
• Reliability Resilience, Security on account, 
• Very low latency. 

PQC is the only defense currently explored by researchers and regulatory au-
thorities to secure the Internet from the Q-Day threat. There is no plan B in case 
PQCs fail, and the current evidence indeed suggests exactly that [30]. Although com-
puter security heavily relies on cryptography, recent evidence indicates it can trans-
cend beyond encryption by deploying ZVC (Zero Vulnerability Computing) tech-
nology [93]. A series of recent reports disclose a novel ZVC-based way to deal with 
the impending Q-Day threat [30] [42] [52] [56] [87] [88] [93] [94]. Such AZT 
(Absolute Zero Trust) is encryption agnostic and, therefore inherently quantum 
resistant (Figure 14). It is also light, energy-efficient, fast, and low-cost as it does 
not rely on the resource-intensive PQC. While conventional Zero Trust, per se, is 
policy-based and not autonomous, Absolute Zero Trust (AZT) security architec-
ture is a seamless and self-governing framework that runs continuously and au-
tonomously without the need for monitoring the network and delivers autono-
mous quantum-safe security to 6G networks, guaranteeing their latency and price 
reduction goals [30]. 

 

 
Figure 14. Policy based Legacy Zero Trust (ZT) vs Autonomous Absolute Zero Trust (AZT). Source: Journal 
of Information Security, 15(3), 340-354. 

4. Summary, Limitations of the Study, and Recommendations 

We summarize the study outcome with a visual infographic representation of the 
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CCAM landscape, point out the limitations, and list the detailed recommenda-
tions with the objective and outcome of each recommendation. 

4.1. Bird’s Eye View of the CCAM Development Landscape 

We try to summarize the overall CCAM development scene with a bird’s eye view 
of the autonomous mobility landscape with the help of a CCAM development 
wheel (Figure 15). The CCAM wheel has V2X as its hub connecting four pillars 
of autonomous mobility that constitute the rim: 

1) Avs. 
2) Mobility Infrastructure. 
3) Quantum-Safe Cybersecurity. 
4) ATMS. 
V2X Gateway is the hub of the wheel that connects to the rim via the following 

spokes: 
1) AZT for security of AVs. 
2) Cellular (6G) + DSRC for network connectivity. 
3) CASI/FML for ATMS. 
4) AZT for cybersecurity. 
Because most CCAM research is AV-centered, it predominantly remains fo-

cused around the first two spokes of the CCAM development wheel, while the 
latter two (ATMS & Cybersecurity) remain under-rated and underfunded.  

 

 
Figure 15. Bird’s eye view of the CCAM development wheel. 
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This proposal focuses on building a robust V2X gateway as the hub that first 
provides universal connectivity to all vehicles irrespective of whether they are AVs 
or not, and subsequently operates as a future substrate that supports all the com-
ponents of the CCAM to be plugged in, as and when they reach maturity to roll 
the wheel of autonomous mobility. The V2X gateway, if owned and operated by 
the RTA (road transport authorities) as a plug-n-play accessory to modern vehi-
cles, has substantial present-day utility in making today’s road and transport op-
erations more efficient, and can also serve as a hub for facilitating the transition 
to the autonomous mobility of the future. 

4.2. Limitations of the Study 

Autonomous mobility is a vast space facing many challenges that are beyond the 
scope of this article. Since the study specifically focuses on the gaps in the current 
CCAM initiatives funded by the European Commission the findings are limited 
to the research gaps identified and predicted for future development and provid-
ing a little more clarity to the CCAM roadmap. Predicting the future and drawing 
roadmaps can never be an exact science. Nevertheless, prediction is central to the 
process of science and fundamental to scientific methods [104]. Scientists test 
their ideas and theories by comparing theoretical predictions to actual observa-
tions in the real world or their laboratories. Predictions are also important for 
policymakers. Autonomous mobility has faced some difficulties that have faltered 
some of the early predictions. For example, Agrawal et al. [105] reviewed timeline 
predictions made by public and private sector stakeholders and concluded that 
none of the AV-predicted timelines have been met so far and that public stake-
holder predictions were more conservative than the private stakeholders.  

We believe the EU’s Vision Zero cannot be realized within the defined timeline 
unless the identified gaps are addressed with priority. The principal objective of 
this research was not to make any predictions about the future of CCAM. It is to 
make our perspective available to a broader community of CCAM researchers for 
testing and building on the concepts that we put forth, as we pursue our own jour-
ney through CCAM. This report is no more than hypothesis-supporting research 
intended to build a new direction that researchers worldwide can pursue with ex-
periments and field trials to test and prove or disprove the novelty enshrined in 
this study. Until such studies are conducted, great care should be taken to extrap-
olate the findings of this report to real-world settings. 

4.3. Recommendations for Future CCAM Research 

1) Enhance Infrastructure Focus in CCAM Development 
Objective: Strengthen infrastructure’s role in autonomous mobility preferably 

by engaging RTA. 
Actions:  

 Implement advanced digital infrastructure (high-definition maps, V2X gate-
way). 
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 Assess and upgrade current infrastructure. 
 Conduct pilot projects with V2X connectivity. 

Outcome: Improved V2X connectivity for safer, more efficient traffic manage-
ment. 

2) Implement Quantum-Safe Cybersecurity Measures 
Objective: Protect CCAM systems from quantum computing threats. 
Actions: 

 Integrate post-quantum cryptography (PQC) or an alternate Q-Day security 
approach. 

 Develop an autonomous Zero Trust quantum-safe cybersecurity framework. 
 Collaborate with cybersecurity experts. 

Outcome: Resilient CCAM infrastructure against quantum threats. 
3) Establish an Ethical, Democratic, and Controllable AI Framework 
Objective: Ensure safe and ethical AI in CCAM. 
Actions: 

 Develop guidelines for transparency, accountability, and fairness. 
 Implement decentralized collective AI systems (exploring blockchain). 
 Foster collaboration among AI stakeholders. 

Outcome: Trustworthy AI systems enhancing CCAM safety and efficiency. 
4) Facilitate the Integration of quantum-safe 6G Telecommunication Tech-

nology 
Objective: Leverage 6G for enhanced CCAM performance and security. 
Actions: 

 Conduct research and pilot projects for 6G applications. 
 Develop quantum-safe 6G security protocols. 
 Collaborate with telecom providers. 

Outcome: Improved CCAM networking capabilities with secure 6G networks. 
5) Update and Expand SAE CCAM Taxonomy 
Objective: Create a comprehensive infrastructure-focused CCAM taxonomy. 
Actions: 

 Revise SAE J3016 to include infrastructure automation. 
 Develop a framework for vehicle-infrastructure interaction. 
 Use visual aids to illustrate the updated taxonomy. 

Outcome: Holistic taxonomy supporting both AVs and infrastructure develop-
ment. 

6) Foster Collaboration with Road and Transport Authorities (RTAs) 
Objective: Engage RTAs as key CCAM stakeholders and V2X operators. 
Actions: 

 Establish communication channels between RTAs, policymakers, and technol-
ogy providers. 

 Develop joint initiatives and pilot projects with RTAs, wherein RTAs own and 
operate the V2X Gateway. 

 Provide training for RTAs on CCAM systems. 
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Outcome: Enhanced collaboration for effective CCAM infrastructure imple-
mentation. 

7) Conduct Targeted Pilot Projects 
Objective: Test and validate CCAM solutions in controlled environments. 
Actions: 

 Select confined areas and highway locations for initial pilot projects. 
 Implement and monitor advanced infrastructure and AI systems. 
 Gather data and feedback for refinement. 

Outcome: Validated CCAM solutions ready for broader and more complex im-
plementations. 

8) Advocate for Harmonized Policy and Regulatory Frameworks 
Objective: Supportive regulatory environment for CCAM. 
Actions: 

 Develop standardized regulations for CCAM technologies. 
 Address regulatory challenges and propose solutions. 
 Promote international collaboration for harmonized policies. 

Outcome: Consistent regulatory framework encouraging CCAM innovation 
and deployment. 

5. Conclusions 

In conclusion, this paper has highlighted critical gaps in current CCAM research 
and emphasized the necessity of integrating a robust infrastructure focus along-
side vehicle-centric advancements. The proposed expansion of the SAE taxonomy 
to include infrastructure automation is crucial for realizing the full potential of 
autonomous mobility. By addressing the quantum computing threat, reinforcing 
AI ethics and control, and preparing for the integration of 6G networks, this re-
search outlines a comprehensive approach to developing a quantum-safe CCAM 
ecosystem.  

The review of EU-funded CCAM projects underscores the importance of a co-
operative strategy involving Road and Transport Authorities (RTAs) to achieve 
the European Commission’s Vision 2050 goals of zero fatalities, zero emissions, 
and sustainable mobility. As we move towards these ambitious goals, it is imper-
ative to prioritize the development of digital infrastructures that move towards 
100% vehicle connectivity and real-time data sharing. Future research should fo-
cus on refining these proposed frameworks, implementing quantum-safe cyber-
security measures, and continuously monitoring the evolution of AI to prevent 
existential threats. By fostering collaboration among stakeholders and leveraging 
cutting-edge technologies, we can accelerate the progress toward a safer, more ef-
ficient, and sustainable transportation future. The findings and recommendations 
presented in this paper aim to guide researchers, policymakers, and industry 
stakeholders in their efforts to advance CCAM development, ensuring that the 
technological innovations are secure, ethical, and aligned with long-term mobility 
goals. 
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