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Abstract 
Social media platforms like Instagram have increasingly become venues for 
online abuse and offensive comments. This study aimed to enhance user se-
curity to create a safe online environment by eliminating hate speech and 
abusive language. The proposed system employed a multifaceted approach to 
comment filtering, incorporating the multi-level filter theory. This involved 
developing a comprehensive list of words representing various types of offen-
sive language, from slang to explicit abuse. Machine learning models were 
trained to identify abusive messages through sentiment analysis and contex-
tual understanding. The system categorized comments as positive, negative, 
or abusive using sentiment analysis algorithms. Employing AI technology, it 
created a dynamic filtering mechanism that adapted to evolving online lan-
guage and abusive behavior. Integrated with Instagram while adhering to 
ethical data collection principles, the platform sought to promote a clean and 
positive user experience, encouraging users to focus on non-abusive commu-
nication. Our machine-learned models, trained on a cleaned Arabic language 
dataset, demonstrated promising accuracy (75.8%) in classifying Arabic 
comments, potentially reducing abusive content significantly. This advance-
ment aimed to provide users with a clean and positive online experience. 
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1. Introduction 

People continually strive to attain comfort and happiness through various means. In 
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this era of widespread technical solutions, technology has become a crucial tool for 
individuals seeking a healthy life. Today, technology stands as one of the primary 
objectives for researchers, who aim to understand, manage, and present develop-
ments across its many branches. By addressing challenges and solidifying technolog-
ical advancements, these efforts contribute to progress and civilization [1]. 

Social media platforms are among the most significant technological ad-
vancements that emerged with the advent of the Internet. Since the early 2000s, 
their growth has accelerated rapidly and effectively. Undoubtedly, widespread 
public adoption has been the primary catalyst for this expansion, driving the im-
plementation of technology in the most efficient and impactful ways. These 
platforms have advanced with clear, ambitious, and precise goals, continually 
shaping the field of digital communication [2]. The frequent users of social net-
working sites regularly engage with these platforms, striving to visit and interact 
with them daily and benefiting from their use [3]. Commercial and creative pro-
fessions rely heavily on advertising and marketing, employing all available 
means to communicate ideas to their audience. This involves a continual effort 
to leverage various methods of advertising and communication to convey ideas 
in a clean, precise, and aesthetically pleasing manner [4]. 

The pioneers of social networking sites, particularly Instagram, have faced 
numerous challenges. Instagram, one of the most important and widespread 
platforms, is often misused and plagued by abusive comments and interactions. 
This negatively affects active users who strive to post valuable and engaging 
content, whether related to luxuries or essentials. The harassment these users 
experience has been increasing, turning intended content into something offen-
sive and deterring individuals from engaging with their posts. Furthermore, the 
lack of vigorous security standards contributes to these issues, especially among 
young people, leading to wider misuse of the platform [5]. 

Currently, artificial intelligence systems have captured the attention of individu-
als specializing in integrating smart concepts into technological life, particularly 
those collaborating with web content and application developers. These efforts are 
aligned with the most popular pages and groups that offer meaningful content to a 
loyal audience of followers. Artificial intelligence (AI) and natural language pro-
cessing systems are now being thoughtfully and effectively incorporated into all 
aspects of social communication, achieving numerous beneficial goals [6]. 

In this study, we aimed to develop an automated system to process abusive 
comments and posts on Instagram. This system identifies and filters negative 
and inappropriate content, employing natural language processing techniques to 
prevent the spread of offensive or disqualifying words. Our goal was to detect 
and filter abusive language, subsequently republishing and displaying the con-
tent in a more accurate and filtered manner. Additionally, we aimed to imple-
ment measures to prevent users from tampering with the intended purpose of 
Instagram content. This approach contributes to creating an advanced, benefi-
cial, and purposeful social networking platform using artificial intelligence for 
effective language processing and filtering in real-time. A poor understanding of 
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technology and communication methods leads individuals to handle communi-
cation between different cultures and civilizations inaccurately and irresponsi-
bly, favoring entertainment, tampering, and triviality over meaningful engage-
ment [7]. Social media faces significant issues related to the prevalence of uncre-
ative speech and widespread abuse across various platforms, especially Insta-
gram, due to its high popularity. Instead of comments and posts aligning with 
the intended purpose of making the application valuable and effective, the con-
tent often deviates from this standard. This is primarily due to the reckless and 
irresponsible use of these platforms by some individuals [8]. 

1.1. Research Problem and Objectives 

The primary research problem addressed in this study is the prevalence of abu-
sive comments on Instagram and the need for an effective system to manage and 
filter such content using machine learning techniques. This system aims to cre-
ate a positive environment by systematically addressing and eliminating abusive 
comments, ensuring that opinions are expressed appropriately, and promoting 
the publication of clean and accurate content. 

The specific objectives of this study were to: 
Develop and implement a system for the automated processing of negative 

comments on Instagram. 
Build an interactive environment that supports healthy integration with social 

media. 
Remove negative comments to maintain completely clean social networking 

pages. 

1.2. Hypothesis 

By engaging with social media and understanding the impact of negative and of-
fensive comments on individuals, we can explore artificial intelligence systems, 
their preferences, and various branches. This approach provides hypotheses that 
enrich the research, offering a broad and useful perspective on the topic. These in-
sights contribute to enhancing Instagram’s security and technical quality. We ex-
pect our hypotheses to include diverse solutions provided by systems of linguistic 
analysis and natural language processing, showcasing the significant effectiveness 
of artificial intelligence systems. Additionally, the significant benefits of databases 
are realized, promoting effective communication between various systems. 

2. Related Work 

Social networking platforms encompass a broad spectrum, from established gi-
ants to niche communities. One of the most notable features of the online space 
is its capacity to meet virtually any individual need. This is especially significant 
during the formative years of one’s life, as these platforms can aid in personal 
development and education [9]. Those involved in education rely on it to dis-
seminate their ideas [10]. Global statistics from 2021 indicate that the number of 
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active social media users in the Kingdom of Saudi Arabia reached approximately 
27.80 million, representing a growth rate of 8%. This figure is significant, as 
79.3% of the Saudi population are active social media users. Additionally, it is 
reported that 27.66 million Saudi users can be reached through mobile phones 
[11]. The number of social networking site users is estimated to be around 3.8 
billion, providing a vast consumer base for products and services. Commerce on 
social networking sites benefits from this extensive user base by offering oppor-
tunities to sell products. These platforms are commonly used for communica-
tion with friends and for accessing news and information [12]. 

2.1. Limitations of Interaction on Social Media 

The most popular type of post on Instagram is the photo post. By sharing a vari-
ety of photos, brands can showcase their diversity and engage followers in dif-
ferent ways. It is important to note that Instagram users prefer original content 
from brands without any inappropriate or irrelevant advertisements [13]. 

Educational posts give quick tips on how to do or make something. Pictures or 
videos usually provide instructions in a fast, easy-to-follow manner. A simple vis-
ual motivational post combined with an overlay quote or uploaded text can effec-
tively encourage a specific audience and amplify brand values during events [14]. 

2.2. Filtering of Abusive Speech 

Addressing abusive speech is best achieved through filtering, as removal is the 
most effective, fastest, and most accurate method to ensure text is free of errors 
and abusive language [15]. The primary goal is to produce clean, accurate, and 
useful web content, making it meaningful and effective, particularly in the 
Kingdom of Saudi Arabia. Given the community’s religious and moral commit-
ment and the respect for ideal values in this environment, it is essential to elimi-
nate anything that could cause harm or error [16]. 

2.3. Web Scraping 

Nowadays, web data has become a crucial element of the alternative data ecosys-
tem, produced in various undefined formats due to the continuous advancement 
of web technologie (see Figure 1). 

Organizations should utilize alternative data to supplement their internal data 
resources and extract valuable insights. Despite the vast expanse of the web, new 
solutions and services that rely entirely on web data applications are continually 
emerging. The web is the largest and most dynamic source of data generation 
across all sectors [17]. 

This can include anything from price comparison sites and specialized news-
letter services to recruitment services, which rely on artificial intelligence, and 
websites to track airline updates [18]. 

Similarly, research and statistics companies can support any field by acquiring 
relevant data (see Figure 2). For instance, clients working in fashion news may 
need to gather data from various sources, such as e-commerce sites, blogs, and 
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social networking platforms, to help their clients predict the upcoming fashion 
trends of the year [19]. 
 

 

Figure 1. Hate speech review in the online context. 
 

 

Figure 2. Web scrapping architecture. 

2.4. Machine Learning Algorithm 

Machine learning is a branch of AI and computer science that focuses on a com-
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puter’s use of data and algorithms. To mimic the way humans learn, it gradually 
improves its accuracy through repeated experience. The computer is also en-
dowed with the ability to retain its actions, allowing it to adapt, evolve, and learn 
from them. This process is analogous to human learning [20]. AI is a broad field 
within which machine learning (ML) is a subset, but the two terms represent dis-
tinct concepts. AI refers to the capability of a computer to mimic human cogni-
tive functions such as learning and problem-solving. Through AI, a “smart” 
computer employs mathematics and logic to replicate the logical thinking hu-
mans use to learn from new information and make decisions (see Figure 3). 
 

 

Figure 3. Machine learning techniques. 

2.5. Classification-Based Adaptive Web Scraper 

One of the most important techniques used today is web scraping. It is an im-
portant problem in computer science. The tools used for web scraping are some-
times arbitrary, and the main issue is that commonly used or structure-based 
web scraping tools require manual reconfiguration whenever the structure of a 
webpage changes. This research addresses the problem of extracting information 
from webpages composed of repetitive blocks. The proposed solution involves 
identifying and extracting these blocks and their features using a new classifica-
tion-based approach. This approach offers high accuracy and is particularly ef-
fective for extracting and aggregating product offerings from websites. Addi-
tionally, it is highly adaptable to changes in website structure. However, this re-
search did not specifically address social networking sites, nor did it distinguish 
between useful and non-useful information; instead, all information was classi-

https://doi.org/10.4236/sn.2024.132002


A. O. Alhwiti, M. A. Mezher 
 

 

DOI: 10.4236/sn.2024.132002 21 Social Networking 
 

fied uniformly. 
However, it did not specifically address social networking sites, nor did it aim 

to distinguish between useful and non-useful information; rather, all infor-
mation was classified indiscriminately. 

2.6. Comparison to Related Work 

Comparison is an actual way to show the systems’ intricacies and shortcomings. 
It is an effective way to gain information and to show solutions thatraise the lev-
el of any project. Relying on comparison as a goal generates more compelling 
data, its presence, and expansion, and it achieves a high dependence on princi-
ples to reach the full realization of requests. It can also expand requests because 
the concept of comparison contains an abundance of information. 

The following Table 1 shows the comparison between our system and other 
systems, and we provide an abbreviation for each system according to the fol-
lowing: 

P1: Classification-Based Adaptive Web Scraper. 
P2: Blocked or Broken Automatically Detecting When Privacy Interventions 

Break Websites. 
P3: Using Machine Learning to Optimize Web Interactions on Heterogeneous 

Mobile Systems. 
P4: Threats, Abuses, Flirting, and Blackmail Gender Inequity in Social Media 

Voice Forums. 
P5: The two sides coin of online social media eradicating the negatives and 

augmenting the positives. 
P6: Identification of cyberbullying on multi-modal social media posts using 

genetic algorithm. 
 

Table 1. Compares similar systems and our proposed system. 

 
Dealing with 

machine  
learning 

Find real  
solutions 

Adopting web scraping  
techniques 

Work in  
real-time 

Make a  
comprehensive  

reaction 

Dealing with  
written speech 

Absolutely  
clean  

website 

P1 YES NO YES YES NO YES NO 

P2 YES YES YES YES NO NO NO 

P3 YES YES NO YES YES NO NO 

P4 NO NO YES YES NO NO YES 

P5 NO YES NO NO YES YES NO 

P6 YES YES NO YES YES NO YES 

OUR YES YES YES YES YES YES YES 

 

The comparison between the existing systems from research papers and our 
system highlights the exceptional effectiveness of our system. It offers several 
advantages absent in previous systems, such as the ability to implement immedi-
ate reactions and operate in real-time. Furthermore, it addresses speech and the 
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website as a whole, with a focus on Instagram as the starting point. This ap-
proach can be extended to other sites in the same manner, making it particularly 
valuable for one of the most important social networking platforms. Most pre-
vious studies did not implement real-time reactions, focusing instead on classi-
fication or discovery. Those that did achieve immediate responses often did so 
on a limited, inappropriate, or insufficient basis. Furthermore, the majority of 
researchers did not work with a comprehensive selection of the most visible data 
on communication platforms. Instead, researchers in some projects and systems 
relied on limited ideas and restricted data. 

3. Methodology 
3.1. System Analysis 

The system performs a reading of the data, then searches for negative speech, 
recognizes it using machine learning systems and natural language processing 
systems through the Python programming language, and then filters these nega-
tive expressions cleanly and accurately. 

3.1.1. Web Scraping 
The first step involves scraping the targeted areas of the Instagram site. For this 
task, we used the Python programming language along with specialized libraries 
for web scraping. One of the most important and effective libraries for this pur-
pose is Beautiful Soup, which is highly efficient at retrieving and parsing 
webpage content (see Figure 4). 
 

 

Figure 4. System process using web scraping. 

3.1.2. Detection of Negative Words Using Machine Learning 
After acquiring the data to be processed, the system trained to detect negative 
words was tasked with searching for specific words and sentences. Using the 
search and inspection capabilities provided by the Python programming lan-
guage, the system quickly and accurately identified the target content. Python 
offers a range of features that facilitate solutions in this context, enabling de-
tailed and precise handling of system data. The research and inspection step is 
crucial for processing sentences within an environment optimized for this pur-
pose. Therefore, identifying the target involves examining and inferring negative 
expressions, laying the groundwork for subsequent steps. 
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3.1.3. Use of Machine Learning Systems for Filtering 
To detect insulting words, machine learning techniques are essential for identi-
fying negative data. This involves building a classification model that can identi-
fy offensive language. To manage the load on the model, it is crucial to work 
with the system’s database. Machine learning algorithms are particularly effec-
tive for language processing, and since the target audience is in Arabic-speaking 
regions, the system must account for the complexities of the Arabic language. 
This necessitates incorporating numerous details into the system to achieve op-
timal results.  

Securing an appropriate database involves obtaining a substantial amount of 
data classified as positive or negative and ensuring access to sufficient data vol-
umes. This was achieved through effective data handling. By the end of this 
stage, the system became capable of fully classifying all content on Instagram 
pages. 

3.1.4. Cleaning of Negative Comments Using Machine Learning 
Data cleaning is an essential step in preparing raw data for machine learning and 
business intelligence (BI) applications. Raw data often contains numerous errors 
that can compromise the accuracy of machine learning models, lead to incorrect 
predictions, and negatively impact business outcomes. 

Basic steps to clean up data include modifying and deleting incorrect and in-
complete data fields, identifying and deleting duplicate information and irrele-
vant data, and correcting formatting errors, missing values, and misspellings (see 
Figure 5). 

Data being clean and accurate is particularly critical for training machine 
learning models, as the use of poor-level training datasets can lead to false pre-
dictions in published models. This is the main reason why data scientists spend 
so much time preparing data for machine learning. 

Outliers can significantly impact model performance, so it is important to 
identify them and take appropriate action. Missing data should be marked and 
either removed or imputed. Structural errors, such as typos and inconsistencies, 
need to be corrected to ensure data conformity with a common style or conven-
tion. 

Cleaning negative words using machine learning involves a few steps. The first 
stage was detecting offensive words using machine learning algorithms and tech-
niques to analyze the characteristics of speech and sentences. Once identified, the 
next stage involved replacing these offensive words with appropriate alternatives. 
 

 

Figure 5. Important step in machine learning. 
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3.2. Implementation 

In this section, we outline the steps required to implement the project and 
achieve its objectives. We provide here detailed information about the estab-
lished system, including an analysis of the methods and their interconnec-
tions. We also present the systems used, highlighting the carefully selected 
elements and parameters that serve the project’s goals. We aimed to reach a 
level of precise implementation that ensures the project is practically benefi-
cial. 

3.2.1. System Implementation 
The basic algorithm in the system is an algorithm related to analyzing speech 
into offensive speech or positive speech. The purpose of this algorithm is to de-
tect offensive words wherever they occur. To achieve this, the first step is to 
download the necessary libraries for the machine learning algorithm and data 
processing. This is particularly important because the processing is done in Ara-
bic, which presents challenges due to its complexity and the presence of many 
symbols that can complicate the detection of abusive language within web page 
content. 

3.2.2. Logistic Regression Implementation 
Logistic regression is a data analysis technique that employs mathematics to 
identify relationships between two data factors. It then uses this relationship to 
predict the value of one factor based on the other. Predictions typically result in 
a finite number of outcomes, such as yes or no. 

Logistic regression is a significant technique in the field of artificial intelli-
gence and machine learning (AI/ML). Machine learning models are programs 
that can be trained to perform complex data processing tasks without human 
intervention. Logistic regression-based machine learning models help organiza-
tions derive actionable insights from their business data, which can be used for 
predictive analysis to reduce operational costs, increase efficiency, and scale more 
quickly. For instance, companies can detect patterns that improve employee reten-
tion or lead to more profitable product designs. 

Logistic regression is one of several regression analysis techniques commonly 
used by data scientists in machine learning. To understand logistic regression, it 
is essential to first grasp basic regression analysis. The following example of lin-
ear regression analysis illustrates how regression analysis works. 

Any data analysis begins with a logical question of the quality of speech. For 
logistic regression, framing the appropriate question is vital to obtain specific 
results: 

Does the existing word affect the totality of the words considered offensive 
and the general text? (yes or no) 

What is the type of word, and how heavy is it in relation to the total sentence 
as a wrong and offensive word? 

Data collection begins with defining the question and identifying the relevant 
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data factors. Historical data for all factors is then collected. In the regression 
analysis model training phase, the data is processed using regression techniques. 
The software processes the various data points and connects them mathemati-
cally using equations. For predicting unknown values, the program employs a 
formula to generate predictions. The accuracy of these predictions improves 
with additional training and more data. 

In statistics, variables refer to data factors or attributes whose values can vary. 
For any analysis, some variables are considered independent or explanatory. 

Logistic regression function: 
Logistic regression is a statistical model that uses the logistic function, or lo-

gistic function, in mathematics as an equation between x and y. The logit func-
tion sets y as a scalar function of x. 

The following figure shows this function (see Figure 6). 

( ) 1
1 e xf x −=
+

 

Logistic regression function. 
By plotting this logistic regression equation, we obtained an S curve, as shown 

below. 
 

 

Figure 6. Logistic regression curve. 
 

As seen in Figure 6, the logit function only returned values between 0 and 1 
for the dependent variable, regardless of the values of the independent variable. 
This is how logistic regression estimated the value of the dependent variable. Lo-
gistic regression methods also model equations between multiple independent 
variables and one dependent variable. 

The first step in our system was the process of cleaning the data from useless 
words to assess whether the speech is offensive or not, especially the repeated 
ones or indicative of demonstrative names, interrogative names, or expressions 
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related to sentence formation and other useless symbols. The following Figure 
shows the mechanism for downloading the necessary libraries for the command 
and algorithms. 

Then, this data was deleted and filtered, and the data was stripped of every-
thing redundant and processed as training data. The following figure shows the 
cleaning mechanism (see Figure 7). 
 

 

Figure 7. Data cleaning and arrangement. 
 

Then, the data was converted into tokens that the machine understood as 
useful data for training (see Figure 8). 
 

 

Figure 8. Conversion of data into tokens. 
 

The data was then divided into training data and test data. The system data 
was processed in the appropriate form for the specified algorithm (see Figure 9). 
 

 

Figure 9. Data processing for training. 
 

The algorithm was then called, loaded, and prepared to deal with ready-made 
data and trained. The following Figure 10 shows these steps (see Figure 10). 
 

 

Figure 10. The training process according to the chosen algorithm. 
 

Then, the software interface of the system was formed, through which the 
system can be exploited and dealt with easily, and the following code was 
deemed the code for the software interface. 
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The code for fetching data to the site was prepared to exploit scrap technolo-
gies, especially the Beautiful Soup library, through which the system can be ex-
ploited in its basic form for filtering pages created with website software and ac-
cording to popular web programming languages. 

Subsequently, filtering was carried out, and the programming data was con-
verted to a filtered form by replacing all offensive words with either clean alter-
natives or ***** symbols. This process aimed to achieve the final goal of produc-
ing a completely clean web page. 

Figure 11 shows a filtered website before and after filtering after the process 
of entering a website link to filter it (see Figure 11). 
 

 

Figure 11. Web page prepared for filtering and cleaning. 
 

Table 2 shows the description of Arabic terms translated into English. 
 
Table 2. Description of Arabic terms translated into English. 

 What does it mean مامعنى 

 Compositions تراكیب 

 How do you write كیف تكتب 

 Accents لھجات 

 Islamic compositions تراكیب إسلامیة 

 Contents المحتویات

 سیيء أم سيء، كتابة ھمزة سيء، قاعدة 
 ھمزة سيء، الكتابة الصحیحة لسيء، أمثلة على كلمة سيء 

Examples of writing the word (bad)  
with incorrect spelling 

 

The system’s actual implementation and the results of handling the codes have 
been demonstrated to ensure a clear and sequential understanding of the pro-
cess. The strengths of the system have been highlighted, with the system built 
and its results presented transparently. The desired state of the system has been 
achieved, and the filtration results were accurately and correctly displayed, re-
flecting the proper design of all components. 
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4. Results 

This section presents the results of the performance measures, analyzes their 
impact, and verifies the system’s implementation capability. 

4.1. Machine Learning System Result 

The system we developed to analyze comments on Instagram utilized pre-classified 
Arabic language comments, which often included irrelevant data. We success-
fully cleansed this data of impurities, achieving a level of clean data that allows 
us to rely on the system for future analysis to detect negative and offensive con-
tent. The results indicated that the selected algorithm achieved success rates 
based on the following performance measures: 

Accuracy 74.1%; 
Precision 73%; 
Recall 70%; 
F1 73%; 
For a section to C = 1. 
These performance measure values were obtained as the accuracy of the Lo-

gistic Regression algorithm improved. 
Accuracy 75.8%; 
Precision 75%; 
Recall 73%; 
F1 75%; 
For a section to C = 10. 
We observed that the model’s accuracy was good despite the limited data, and 

data cleaning significantly improved the training quality, leading to high accu-
racy rates. These results are similar to previous benchmark results of previously 
proposed AI systems [16]. The topical test results indicated that the model achieved 
reasonably accurate outcomes, providing a strong foundation for analyzing and 
addressing problematic comments and subsequently deleting the offensive ones 
after classification. Efforts have been made to develop a model that accommo-
dates the complexities and nuances of the Arabic language, particularly given its 
richness in words and expressions. 

Figure 12 shows the data-cleaning mechanism and the results. 
 

 

Figure 12. Training data cleaning. 
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The following Figure 13 shows the performance measures of the system in 
two cases of the approved algorithm when C = 1 
 

 

Figure 13. Performance measures of the analysis system when C = 1. 
 

The following Figure 14 shows the performance measures of the system in 
two cases of the approved algorithm when C = 10. 
 

 

Figure 14. Performance measures of the analysis system when C = 10. 
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Figure 15 below demonstrates the test conducted on data in a specific case 
involving abuse, illustrating how it is accurately and adequately detected. This 
highlights the detection quality of the system. 
 

 

Figure 15. Examining the system and detecting the abusive speech of one of the comments. 

4.2. System Results 

Employing Python’s software interfaces has significantly enhanced the system’s 
speed, especially when hosted on an appropriate server and integrated with rapid 
processing steps according to user requests. This is crucial for sites requiring 
swift processing and high implementation capacity without delays.  

The system, which handles web data and designs, efficiently fetches data by 
calling its code, achieving high retrieval speeds, particularly on a fast Internet 
connection. This process is akin to a standard web page call. However, the pro-
cessing time is dedicated to filtering and cleaning the web page, necessitating a 
one-time cleaning and access to a dedicated server for maintaining clean web 
pages free of any offensive words or disruptions.  

The following figure demonstrates the system’s effectiveness in filtering and 
cleaning web pages, ensuring no errors or inappropriate words are left behind 
(see Figure 16 and Figure 17). 
 

 

Figure 16. Website pre-processing. 
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Figure 17. Website after processing. 

5. Discussion 

This section discusses the results obtained from the system, including analyses 
related to the performance of machine learning systems and their handling of 
the Arabic language. The system was tested, and the results were presented and 
analyzed. Additionally, the discussion covered how the system effectively serves 
websites and the practical and logical methods for achieving this. 

This study demonstrates the performance of an Arabic system as an abusive 
comments-filtering machine learning system on Instagram. The achieved accu-
racy of our system was 74%. Performance accuracy of NLP techniques in this 
system ranged from 1% to 75.8%. A similar study on detecting offensive lan-
guage on Twitter using machine learning techniques reported an accuracy of 
around 58.5% [16]. This comparison highlights the enhanced performance of 
our system, particularly in handling the complexities of the Arabic language. 
Furthermore, this study reported an F1-score of 68% in identifying cyberbully-
ing on social media [16]. In comparison, our system achieved an F1-score of 
75%, indicating a superior performance in filtering abusive content. This differ-
ence can be attributed to our system’s comprehensive data cleaning and the use 
of advanced NLP techniques tailored for the Arabic language. Other perfor-
mance measures, such as precision, recall, and F1-score, highlight our system’s 
potential in addressing one of the most widespread issues on social media plat-
forms. The success of this system highlights the practicality of employing such a 
system to mitigate online harassment. The data cleaning process significantly 
improved the training quality, leading to high accuracy rates despite the limited 
dataset. The system’s reliance on machine learning techniques, particularly NLP, 
allowed it to handle the nuances of the Arabic language, showcasing its potential 
in addressing widespread issues of online abuse. Moreover, the study by M.C. 
Buiten, which focused on the regulatory aspects of AI, reported that achieving 
high accuracy in language processing tasks is often challenging due to cultural 
and linguistic variations [6]. Another relevant study highlighted the importance 
of accurate and ethical data processing in achieving reliable outcomes in social 
media contexts [2]. Our system’s compliance with Instagram’s Terms of Use and 
its ethical approach to data collection aligns with these findings, ensuring not 
only accuracy but also responsible use of AI technologies. 
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However, it is crucial to consider several key points for further discussion and 
exploration of the consequences of implementing such a system. One issue is the 
potential bias in the training data. Cultural bias can lead to inappropriate trans-
lations of offensive words, which may offend individuals from different cultural 
backgrounds. This can be mitigated by collecting data from languages other than 
Arabic, creating a richer training dataset that allows the model to generalize 
across different cultures. 

The system’s implementation, tested and validated through real-time applica-
tion, points to a promising direction for future improvements. Additionally, an 
accurate model should be developed to work for all demographic groups within 
Arabic speakers, recognizing and eliminating biases related to regional or cul-
tural differences in the language. Furthermore, it is essential to review the ethical 
issues associated with data mining. Organizations must ensure that data gather-
ing complies with Instagram’s Terms of Use and provide clear statements ex-
plaining the data scraping for model training. Moreover, obtaining user consent 
should be considered to address privacy concerns. 

Given the details and diversity of our system, which relies on various tech-
nologies, several enhancements can be anticipated. Employing web scraping 
technologies that support legacy web page systems allow for comprehensive fil-
tering. Hosting the system on dedicated servers and establishing direct connec-
tions with databases achieves greater speed and accuracy. Expanding the system 
to other websites and incorporating additional web technologies advances its 
applicability. Increasing the system’s accuracy by relying on a broader database, 
along with employing more diverse algorithms and tailoring the system to more 
specialized components, enhances its ability to sort and segment unwanted con-
tent on Instagram and other websites. 

6. Conclusion 

This study explored machine learning techniques, particularly NLP for the Ara-
bic language, to develop a system for filtering abusive posts on Instagram. The 
system focused on refining the training dataset of the machine learning model 
and adjusting its parameters to maximize precision, achieving an accuracy rate 
of 75.8%. A total of 8% of the system’s performance was dedicated to classifying 
the comments into positive, negative, and abusive categories, demonstrating the 
effectiveness of our approach in reducing online abuse on social media. Despite 
some constraints that may limit the model’s usability to certain circumstances, 
the results of this study, which utilized a specialized dataset, lay the groundwork 
for future development and improvement. Efforts were made to enhance the da-
taset with Arabic-language comments, and significant steps were taken to 
achieve high accuracy, even with limited data. The trained model was applied to 
Instagram data, which was filtered using web scraping techniques to gather all 
the information on the site’s pages, including sentences and phrases. These 
phrases were analyzed and filtered using the machine learning system, resulting 
in a final form that effectively employs the system’s capabilities. 
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