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Abstract 
With the advancement of technology and the increase in user demands, ges-
ture recognition played a pivotal role in the field of human-computer interac-
tion. Among various sensing devices, Time-of-Flight (ToF) sensors were widely 
applied due to their low cost. This paper explored the implementation of a 
human hand posture recognition system using ToF sensors and residual neural 
networks. Firstly, this paper reviewed the typical applications of human hand 
recognition. Secondly, this paper designed a hand gesture recognition system 
using a ToF sensor VL53L5. Subsequently, data preprocessing was conducted, 
followed by training the constructed residual neural network. Then, the rec-
ognition results were analyzed, indicating that gesture recognition based on 
the residual neural network achieved an accuracy of 98.5% in a 5-class classi-
fication scenario. Finally, the paper discussed existing issues and future re-
search directions. 
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1. Introduction 

With technology continuously advancing and demands increasing, research on 
human activity recognition has gained widespread interest. Within the domain 
of human activity recognition, human gesture recognition has garnered signifi-
cant attention, particularly in the field of human-computer interaction, owing to 
its broad application prospects [1]. Human gesture recognition can be catego-
rized based on different signals. 
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1.1. Gesture Recognition Technologies 

1) Gesture recognition based on vision and wireless signals 
Currently, gesture recognition using visual sensors mostly involves extracting 

features from images or video streams [2]. For example, Arijit Das et al. [3] de-
veloped a visual-based gesture recognition system utilizing ASL as the language 
dataset and YOLO-v5 as the primary algorithm model. The overall accuracy 
reached 93% during training. 

Meanwhile, some authors implement gesture recognition using FMCW radar 
signals. For instance, Wang et al. proposed a gesture recognition based on FMCW 
radar [4], which collects signals using radar and analyzes them through signal 
processing. In 2019, Wang et al. [5] proposed a TS-FNN method, improving av-
erage recognition accuracy by about 5% compared to traditional CNNs. 

Visual sensor data requires complex processing and is sensitive to lighting, 
while wireless signal-based recognition often has lower accuracy due to envi-
ronmental influences and complex signal fluctuations. 

2) Gesture Recognition Using a Time-of-Flight Device 
Time-of-flight-based gesture recognition primarily utilizes the product of la-

ser emission time difference and the speed of light to determine the distance 
light travels through the air. This method uses the return time to obtain distance 
information about the object, thereby detecting the object’s shape and recogniz-
ing gestures. This technique is applicable in many fields, including exhibition 
identification, security monitoring fields, medical domains, and more [6]. 

An et al. [7] propose a hand gesture recognition using a Time-of-Flight (ToF) 
device. Gesture recognition is accomplished by employing a Time-of-Flight (ToF) 
camera and deep neural networks that process 3D point cloud data. The net-
works achieve an average recognition accuracy exceeding 99%, with the Point-
Net++ network exhibiting superior performance compared to other architec-
tures. Wang et al. [8] propose a dynamic hand recognition system using 8 × 8 
ToF sensors. A compact parallel convolutional network, dubbed TPC-Net, is 
developed for dynamic gesture recognition. The proposed system demonstrates 
an impressive average accuracy of 98.47% across six dynamic gestures, as evi-
denced by experimental results. Moreover, the system outperforms existing me-
thods that utilize low-pixel Time-of-Flight (ToF) sensors while maintaining a 
lower model complexity. 

ToF gesture recognition systems exhibit high accuracy and, compared to vi-
sion-based recognition, are less affected by environmental variations, more ef-
fectively preventing privacy breaches, and reducing the challenges posed by sig-
nal fluctuations typical of wireless signal-based methods. 

1.2. Hand Gesture Recognition Algorithm 

Gesture recognition can generally be regarded as a classification system, allow-
ing the implementation of gesture recognition through various classification 
methods. Among these algorithms, deep learning and machine learning applica-
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tions are the most widespread. These technologies can utilize multiple types of 
data signals, including vision, wireless, and laser signals, presenting a broad 
spectrum of potential applications [9]. 

1) Machine learning algorithm 
Machine learning-based gesture recognition technology trains models to iden-

tify human gestures. For example, Wong et al. [10] utilized Error-Correcting 
Output Codes Support Vector Machine (ECOC-SVM) and k-Nearest Neighbors 
(KNN) classifiers, achieving a 99% recognition rate with KNN and normalized 
feature data, and 97% with ECOC-SVM. Additionally, Moin et al. [11] devel-
oped a gesture recognition system using machine learning and wearable tech-
nology, achieving 97.12% accuracy for individual gestures tested with 13 differ-
ent gestures. Even with 21 gestures, the system maintained a high accuracy of 
92.87%. These results highlight how machine learning enhances gesture data 
analysis accuracy. 

2) Deep learning algorithm  
Deep learning is a type of machine learning that utilizes multi-layer neural 

network structures to learn and extract high-level features from data, thus enabl-
ing the identification and categorization of complex patterns. Deep learning is 
extensively applied in the field of gesture recognition, fault tolerance, high par-
allelism, and resistance to interference. Gong et al. [12] experimented with ges-
ture recognition using mmWave radar, enhanced by deep learning techniques. 
They adapted the typical VGG16 network into a 3D-VGG16-NET to achieve an 
impressive accuracy of 99.38%. Additionally, Sun et al. [13] improved the accu-
racy of gesture image recognition through deep learning. They optimized para-
meter selection and implemented convolutional and fully connected network 
structures, along with algorithms for fingertip detection and elimination, to en-
hance recognition precision. The robust data-fitting capabilities of deep learning 
substantially improve gesture recognition accuracy, making it a valuable tool in 
domains like smart homes, virtual reality, and healthcare, showing a clear prom-
ise for future research. 

This paper explores a gesture recognition system that utilizes the Time-of- 
Flight sensor VL53L5 and the ResNet50 residual neural network. Specifically, the 
system leverages the VL53L5 sensor and ResNet50 network, processing percep-
tual data through preliminary treatments before feeding it into the well-construc- 
ted residual network to facilitate gesture recognition.  

The contribution of this paper can be described as follows. 
1. We build the system using the VL53L5 sensor for gesture recognition. This 

sensor utilizes time-of-flight technology to acquire distance data in an 8x8 grid 
format. By analyzing this data, it accurately captures the spatial positions and 
motion trajectories of gestures, thereby providing reliable data support for sub-
sequent gesture recognition tasks. 

2. We use ResNet to implement the system, it proved the general performance 
of a simple model for hand recognition. This model demonstrates outstanding 
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performance in handling gesture data, effectively extracting and learning ab-
stract features of gestures. Consequently, it achieves precise recognition and 
classification of gestures. This research validates the applicability of this neural 
network in behavior recognition based on ToF sensors, showcasing significant 
potential for broader application. 

The structure of this paper can be outlined as follows. Section 1 provides a 
background review, introducing the current state of research in gesture recogni-
tion based on vision, millimeter-wave radar, and laser technologies, and summa-
rizing the main research content of this paper. Section 2 introduces the frame-
work of the gesture recognition system, including the gesture recognition 
scheme and principles, experimental equipment and its working principles, and 
the neural network structure. Section 3 details the experimental design of this 
paper, covering data collection and processing, and analyzing the experimental 
results and system accuracy. Section 4 discusses the current system’s limitations 
and outlines future research directions. Section 5 concludes the paper by sum-
marizing the applications and accuracy of the gesture recognition system based 
on the ToF sensor. 

2. The Framework of the Gesture Recognition System 

This system uses VL53L5 and residual network to implement the gesture recog-
nition system, and the components and implementation principles of the system 
are introduced below. 

2.1. Gesture Recognition Framework Based on ToF Sensor 

The basic process of recognition of this gesture includes the following four steps, 
as shown in Figure 1. 
 

 
Figure 1. Gesture recognition scenarios and principles. 
 

1) Data reception: We invite four students to collect actions respectively, each 
person collects five actions, including five static gestures such as thumbs up, 
“OK” and uses VL53L5 sensors to detect the posture of human hands, and 
transmit the detected data to the P-NUCLEO-53L0A1 development board. 

2) Data processing: We train the ResNet neural network to ensure that its ac-
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curacy meets our requirements, and the data collected by the sensor will be pre-
processed and the gesture model will be constructed. 

3) Data analysis: The trained ResNet neural network is used to extract tem-
poral and spatial features by convoluting the video containing gestures, and the 
data from the VL53L5 sensor is systematically analyzed. 

4) Display result: The neural network model of gesture recognition analyzes 
the incoming data to determine the meaning of the gesture, to give the recogni-
tion result. 

2.2. The Experiment Device Description 

The VL53L5 uses an avalanche photodiode pixel array to meet the single-photon 
detection, which directly measures the distance to the target according to the 
reflection time of the emitted photon, which can achieve accurate ranging re-
gardless of the surface characteristics of the target. This solution offers accurate, 
high-speed ranging, low power consumption, competitive system cost, and easy 
integration through flexible mechanical design. Due to the small size of the 
VL53L5CX-SATEL breakout board, it can be more easily integrated into devel-
opment and evaluation equipment, which has clear advantages as a next-genera- 
tion imaging technology. It is less affected by environmental changes and other 
factors, and the collected data is more stable. Since the process only obtains the 
outline matrix of the target, the need for privacy security is met. 

The VL53L5 mainly uses an 8 × 8 grid mode for ranging, which can provide 
up to 64 ranging areas for multi-object detection applications, with a maximum 
measurement distance of 4 meters in dark environments, and a wide rectangular 
field of view with a diagonal field of view of 65˚, realizing multi-distance and 
multi-area detection. Based on the use of the VL53L5 sensor, the reference 
SPAD array is also used to compensate for any time drift in the VCSEL optical 
signal. By measuring the time it takes for the emitted VCSEL pulse to return to 
the sensor, the VL535 sensor can determine the target distance, obtain 8*8 
three-dimensional distances of the target, and obtain the target contour matrix, 
to collect the data correctly. The basic operating parameters are shown in Table 
1. 

 
Table 1. The parameter of VL53L5. 

VL53L5 Working Parameter Value 

Sample rate Up to 60 Hz 

Infrared emitter 940 nm 

Ranging 2 to 400 cm per zone 

Operating voltage 
IOVDD: 1.8 or 2.8 V or 3.3 V 

AVDD: 2.8 V or 3.3 V 

I2C interface I2C: 400 kHz to 1 MHz serial bus, address: 0 × 52 

Operating ranging mode Continuous or Autonomous 
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2.3. The Structure of Residual Neural Networks 

A key feature of ResNet is its use of residual joining, a connection mechanism 
that allows the network to learn the residual mapping between the inputs and 
outputs of each layer, rather than directly learning the complex mapping rela-
tionships, as shown in Figure 2. This feature enables the network to learn deep 
and complex features more efficiently, while effectively alleviating the gradient 
vanishing problem common in deep neural networks. Compared with tradition-
al deep networks, ResNet50 performs better in terms of accuracy and stability 
[14]. Therefore, we chose a method based on the ResNet50 neural network to 
analyze the collected gesture results. 
 

 
Figure 2. ResNet neural network. 

 
We describe the basic residual structure. The input vector X is weighted and 

nonlinearized and summed with the original input, which retains the original 
information and avoids gradient explosion. In residual neural networks, the ba-
sic residual units are composed of convolutional layers, BN layers, ReLU layers, 
and jump connections. The convolutional layer performs convolution opera-
tions and extracts features from the input data. The BN layer normalizes the in-
put data for each layer. The purpose of normalization is to increase the robust-
ness of the network, reduce the sensitivity of the network to the input gesture 
data, accelerate the convergence speed of the network, and improve the genera-
lization performance of the network. The role of the ReLU layer is to increase 
the flexibility of the model, accelerate the convergence process, avoid gradient 
vanishing, etc. Hopping connections can mitigate vanishing gradients. The struc-
ture of the residual element determines the performance of the network to a 
large extent [15]. 

In this paper, the ResNet50 neural network composed of multiple residual 
structures is used for gesture classification, and its structure is shown in Figure 
3. During data processing, the first convolutional layer of the ResNet50 model 
accepts 1 input channel and 64 output channels. The convolution kernel size is 
(7, 7), the stride length is (2,2), and the fill is (3, 3). The input dimension of the 
fully connected layer of the ResNet50 model is 2048 and the output dimension is 
5, a total of 19 layers. 
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Figure 3. Structure diagram of the ResNet50 model. 

 
The data processing process of the ResNet50 neural network for gesture rec-

ognition includes the following four steps: 
1) Data preprocessing: This process aims to implement data cleaning and 

format conversion for input data. First, the collected gesture data is cleaned to 
remove possible abnormal or invalid data points to ensure the accuracy and re-
liability of the gesture data. The lattice data is then converted into a format suit-
able for neural network input. Data is rearranged, reconstructed, or encoded to 
ensure that it can be properly understood and processed by neural networks. 

2) Data division: The preprocessed gesture dataset is divided into a training 
set, a validation set, and a test set, usually using 70% of the data as the training 
set, 20% of the data as the validation set, and the remaining data as the test set. 

3) Build the model: Select the appropriate ResNet50 model structure, define 
the loss function, optimizer, and evaluation index of the model, and ensure that 
the model can effectively optimize the parameters and accurately evaluate the 
performance during the training process. The constructed gesture model is 
compiled, and each component is integrated to prepare for subsequent gesture 
recognition training and evaluation, to achieve higher accuracy and robustness. 

4) Model training: The model is trained using the training set, and the model 
is validated and tuned through the validation set. In the training process, tech-
niques such as learning rate decay and early stop strategy can be used to improve 
the training effect of the model. The test set is used to evaluate the trained model 
and the performance accuracy. 

3. Experiment Setting and Result Analysis 
3.1. Experiment Setting 

1) Data collection parameter settings 

https://doi.org/10.4236/jcc.2024.126007


Y. Q. Ma et al. 
 

 

DOI: 10.4236/jcc.2024.126007 110 Journal of Computer and Communications 
 

This system uses a residual neural network to realize the gesture recognition 
system. The device is placed on the table, 0.5 meters away from the person, and 
performs 5 static actions, which are thumb up, Y-shaped, “OK” gesture, upright 
middle finger, and open palm. There were 4 participants, each of whom per-
formed the above 5 movements, each of which was performed 30 times and 600 
samples. 

2) Neural network training parameter settings 
The parameters of the network training are as follows: with an epoch of 30, a 

batch size of 16, and a learning rate of 0.0001, we processed five static gestures, 
the loss function uses cross-entropy, and the optimization function adopts the 
Adam method. 

3.2. Experiment Result Analysis 

According to the experimental results, we can see that the model’s recognition 
performance of static gestures is relatively stable under these conditions. By 
training 30 epochs, the model has reached a certain convergence state, the batch 
size of 16 ensures that the sample data is fully utilized during each training 
process, and the learning rate of 0.0001 makes the model more stable in the 
training process and avoids the problem of gradient explosion or gradient va-
nishing. 

The training process and training results are shown in Figure 4 and Figure 5. 
The loss function is used to evaluate the difference between the built model and 
the actual value, and the update function is used to update the records in the da-
tabase. Figure 4 shows that the model fitting effect is good, and the difference 
between the predicted value of the model and the actual value gradually de-
creases and tends to 0. The classification results of the model for the five static 
gestures are shown in Figure 5. It shows that the model has a good recognition 
effect on different gestures, with an accuracy of 98.5. This shows that the neural 
network structure and training parameters we selected can effectively classify 
and recognize static gestures, which provides a good foundation for subsequent 
applications. 

 

 

Figure 4. Change of gesture data processing loss function. 
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Figure 5. Gesture data processing confusion 
matrix. 

 
We compare the result of this paper with other gesture recognition to evaluate 

the system’s performance. Since few papers implement gesture recognition using 
VL53L5, we have to compare this paper with other visual sensors and wireless 
sensors. Compared to visual sensors, this system performs better in recognizing 
gestures in low-light environments and can be applied in a wider range of expe-
rimental settings [16]. Compared to millimeter-wave radar, this system has a 
high refresh rate and quick response, ensuring strong real-time performance 
[17]. 

4. Discussion 

We discuss the limitations of this paper here, mainly including the lack of re-
search on multi-person gestures and complex dynamic gesture recognition. Fu-
ture research directions mainly consider the method based on this paper, which 
can realize complex three-dimensional human posture and emotion recognition. 

4.1. System Limitations 

1) Dataset limitations 
Although we collected a large amount of gesture data for training and testing, 

there are still limitations in the diversity and coverage of the dataset. The quality 
and quantity of the dataset directly impact the performance and generalization 
ability of the system. If the dataset lacks samples of certain specific types or sce-
narios of gestures, the system may fail to effectively recognize these gestures. 

2) Model generalization 
Although we selected the ResNet neural network as the gesture recognition 

model and trained and optimized it, the model still exhibits certain limitations in 
terms of generalization. In practical applications, various factors such as changes 
in lighting conditions, differences in the speed and magnitude of gesture move-
ments, etc., which may differ from the training data, could impact the model’s 
recognition performance. 

https://doi.org/10.4236/jcc.2024.126007


Y. Q. Ma et al. 
 

 

DOI: 10.4236/jcc.2024.126007 112 Journal of Computer and Communications 
 

3) Multi-person scenarios and dynamic gesture 
In this study, we primarily analyzed single-person gesture recognition results. 

However, in multi-person scenarios, the complexity and volume of data increase 
significantly, complicating processing and analysis. The system can easily mis-
classify overlapping gestures, requiring more flexible and intelligent algorithms. 
At the same time, dynamic gesture recognition involves continuous changes in 
hand postures and movement trajectories. Accurate processing needs to consid-
er temporal sequences and spatial relationships. Thus, for continuous actions, a 
neural network with time series capabilities, like RNN or LSTM, is necessary to 
track changes in hand postures and motion trajectories over time. 

4.2. Future Research Directions 

1) Three-dimensional posture recognition of the human body 
In this paper, a gesture recognition system is implemented by using a neural 

network, which can be extended to human daily activity recognition and human 
posture recognition. Although the data obtained by this sensor is relatively 
scarce, it is possible to accurately estimate the posture of the human body by ex-
tracting the features of the neural network and using prior knowledge of human 
activities, such as the fact that the length of the limbs does not change, and the 
direction and change of movement are affected by the joints. 

2) Application of emotion recognition 
Human emotion recognition is an important research content in human- 

computer interaction, and the processing of human expression data obtained by 
ToF sensors through neural networks can realize human expression recognition, 
which provides a research basis for human-computer interaction and emotion 
recognition applications. By constructing a neural network, extracting facial 
features, and analyzing feature changes, this method can quickly and accurately 
capture signal features and achieve fine facial expression changes, which expands 
the application scope of this study. 

5. Conclusion 

Gesture recognition is an important research content in human-computer inte-
raction, and gesture recognition based on time-of-flight sensors has gradually 
become a hot research topic. In this paper, the VL53L5 ToF sensor is taken as 
the research object, and a gesture recognition system based on VL53L5 sensor 
and ResNet50 neural network is realized by collecting gesture data. Through 
this system, we can accurately recognize and classify user gestures to the control 
and operation of a device or system. In the process of experimentation, we col-
lected a large amount of gesture data, preprocessed and extracted features, and 
selected the ResNet50 neural network as the gesture recognition model, which was 
trained and optimized. Through a large number of experimental verifications 
and testing, we found that the constructed ResNet50 neural network performed 
well in recognizing gestures, with 98.5 accuracy. Through this technology, we 
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can realize gesture control of devices or systems, creating a more convenient and 
intelligent interactive experience. 
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