
 
 

 
The Design of Fractional Order PIαDβController Based 

on Neural Network 
 

Wen Li, Bing Nie, Ming Huang 
Software Institute, Dalian Jiaotong University, Dalian, China 

Email: lw6017@vip.sina.com 

 
Abstract: A fractional order controller based neural network is proposed, the design method and control algo-
rithm of the controller are discussed. Because introducing neural network, parameters or coefficients of the 
controller can be adjusted automatically. Control experiments also show that the construct method of the con-
troller and learning algorithm are available to control more complex system. 
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1. Introduction (Heading 1) 

Fractional calculus is the term given to mathematics in-
volving integral and differential terms of non-integer 
order. Because the real objects are generally fractional, 
the fractional order controller can supply a better describ-
ing for control system. With combining other intelligent 
control approaches, the fractional order control would 
make system have more suitable performance[1-5]. In this 
paper a fractional order controller based neural network 
is designed, parameters of the controller can be adjusted 
automatically. The simplified diagram of experiment 
system is given in Fig.1, it can be seen as a three-mass-
model. Table 1 shows the parameters in Fig.1. 

2. Some ideas about design 

Many researches about characters and implementations 
of fractional order controller are reported, but researches 
of adaptable fractional order were not much. In practical 
systems circumstance uncertainty, imprecise system 
model, etc. are contained usually, so the research on ad-
justing fractional order parameter real-time is meaningful. 
In addition PID controllers are still adopted in practice 
applications, so the fractional order PID controller based 
on neural network is discussed in this paper. 
The PID fractional order controller based neural network 
is a hybrid controller integrating normal PID, fractional 
order and neural network control mechanisms. Their 
combinations can be given with following several for-
mals: 
1) The parameters of βαDPI controller, pK , iK , dK are 

modifying by means of neural network; 

2) The parameters of βαDPI controller,  , are modify-

ing by means of neural network; 
3) The all parameters of βαDPI controller are modifying 
by means of neural network. 
There are parameter modifying mode, that is, real-time 
adjusting and non-real-time adjusting. 
In next section the implementation method of 

βαDPI controller is proposed, in which all parameters 
can be modified. 
 
 

Fig. 1  The simplified diagram of three-mass model 
 

3. The design of fractional order controller 
based on neural network 

3.1 Controller design 

The transform function of fractional order βαDPI con-
troller can be described with Eq.(1): 
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From Eq. (1), there is equation as below: 

Table 1.   System Parameters 

1 Kg the elastic coefficient of gear 

2 Ks the elastic coefficient of shaft 

3 δ the gear backlash 
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where  0<α, β<=1, λ=α+β. 
According to the direct discretization method of Grűn-
wald-Letnikov fractional-order differentiation[6-7 ], 
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can be presented as: 
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Substituting Eq.(4)-Eq.(6) into Eq.(2), the numerical 
solve of Eq.(2) can be given as below: 
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From Eq.(7), the fractional order βαDPI controller based 
on neural network can be structured and is shown as 
Fig.2. The system block diagram is given in Fig. 3. For 
the controller following performance index function is 
used: 
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The modifying algorithm of controller’s parameters pK ,

 iK , dK ,   and  can be derived from Eq. (8) with tra

ditional gradient descendent. According to formula 
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between input layer and hidden layer, only two weights,
 )(),( 11  ww ,  need to be modified, because others can

 be derived from the two weights. 

 

 

 

Fig.3 System block diagram 

3.2  The Implement of PI Controller  

According above discussing, a fractional order 
PI based on neural network is designed for control 

experiments of the three-mass system. The algorithm of 
the controller is introduced as follows: 
The controller is constructed by a 4-5-3 neural network, 
the input of input layer is  

4 ,3 ,2 ,1       ),()1(  jjxOj .                                (9) 
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the input and output of hide layer are expressed as 
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the Sigmoid function is selected as the active function in 
hide layer, the expression is  
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the input and output of output layer are  
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the three outputs of neural network are the three change-
able parameters  and , ip KK . Because they can not be 

Fig.2  FOC based NN 

w1(λ) w1(α) 
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negative and 1 0  , the Sigmoid non-negative func-
tion  
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is chosen as the active function 3,2 ,1  )),(( )3( lknetg l  . 

The function Equ. (18) is selected as the index function 
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the weights are modified by grade descend method, that 
is, 
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where,  is the learning ratio,  is the inertia coefficient 
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By analysis and formula derivation, the learning algo-
rithm of output layer can be written as below, 
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Similarly the learning algorithm of hide layer can be 
given, 
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usually the inertia coefficient   is selected around 0.9 
and the learning ratio is selected between 0.01 and 1.  

The initial weights are selected at the level of 
wn

1
, 

wn  is the number of nodes linked in the former layer[8]. 

 

4. Control Experiments 

In order to verify the fractional order αPI  controller 
based on neural network, control experiments were con-
ducted with the controller designed on the experimental 
system given in Fig.4, some parameters of the system 
are listed in Table.1. . The controller was realized by C 
language on RT Linux OS. Two groups of experiments 
were designed to test the parameter tuning performance 
of the controller. One group is without additional fric-
tion and the other is with the friction.  

 

Fig.4. Experimental system  

 

Table 1.  System parameters 

KG 3000 (Nm / rad ) 

KS 1.9849102  (Nm / rad ) 

JGB 3.3622103 (Kgm2) 

JL 2.9205103 (Kgm2) 

JM 4.0156103 (Kgm2) 
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Fig. 5  Control experiment curves without friction  
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Fig.6  Control experiment curves with friction  
 
Some variables and parameters were recorded on line, 
for example, setting and real angular velocity  
ref_ M and real_ M , output torque MT , proportion and  
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Fig. 7  Kp, Ki, α comparision  
 
integration coefficients pK  and iK ,  and fractional order 

 . According those sampling data, we can plot follow-
ing curves by MATLAB programming. In titles of Fig.5 
and Fig.6, fotusnn03 and mfotusnn03 are filenames of 
data without friction and with friction respectively. Fig.5 
and Fig.6 show that the output torque of system with 
additional friction changes between 1 to 2.5 (N) to keep 
real_ M  steady around ref_ M , the change of output 

torque is bigger than that without friction. Fig.7 gives 
the changing curves of coefficients pK , iK  and  with 

different friction. Parameters pK  and   can be in-

creased with friction adding automatically by means of 
neural network.  

5. Conclusion 

From above analysis and discussion, it’s quite obvious 
that the fractional order αPI  controller based neural 
network proposed in this paper has attractive flexibility 
than traditional PI controller, and the neural network 
introduced makes parameters or coefficients tuned 
automatically. Control experiments also show that the 
construct method of the controller and learning algo-
rithm are available to control more complex system. 
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