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Abstract 
To make the problems of existing high requirements of calibration tools, 
complex global calibration process addressed for monocular multi-view visu-
al measurement system during measurement, in the paper, a global calibra-
tion method is proposed for the geometric properties of rotational correlation 
motion and the absolute orientation of the field of view without over lap. 
Firstly, a dual-camera system is constructed for photographing and collecting 
the rotating image sequence of two flat targets rigidly connected by a long rod 
at different positions, and based on the known parameters, such as, target 
feature image, world coordinates, camera internal parameters and so on, then 
the global PnP optimization method is used to solve the rotation axis and the 
reference point at different positions; Then, the absolute orientation matrix is 
constructed based on the parameters of rotation axis, reference point and 
connecting rod length obtained by this method. In the end, the singular value 
decomposition method is used to find the optimal rotation matrix, and then 
get the translation matrix. It’s shown based on simulation and actual tests 
that in comparison with the existing methods, the maximum attitude and 
pose errors is 0.0083˚ and 0.3657 mm, respectively, which improves the ac-
curacy by 27.8% and 24.4%, respectively. The calibration device in this paper 
is simple, and there are no parallel, vertical and coplanar requirements be-
tween multiple rotating positions. At the same time, in view of the calibration 
accuracy, the accuracy requirements of most application scenarios can be 
met. 
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1. Introduction 

In the three-dimensional vision measurement system, when using a single cam-
era for measurement, there is a limitation of the field of vision. In order to meet 
the measurement requirements of higher accuracy and wider field of vision, it is 
necessary to use multiple cameras to build a measurement system, which can 
cover a larger visual space and meet the complex industrial measurement tasks 
[1]. The global calibration is the key to realize the calibration of dual view and 
multi view systems [2]. 

Zhan [3] et al. combined two-dimensional plane targets with one-dimensional 
targets. The distance between feature points of one-dimensional targets is a 
known quantity, and the multi camera structured light large field measurement 
system model is established with the inherent distance between feature points as 
the constraint condition. Lu [4] et al. used a rotary table to properly rotate the 
two-dimensional plane target. Taking the rotation angle as a known parameter, 
combined with the target and rotary table coordinate system, they solved the 
relative pose between the cameras. Although the above methods are simple and 
effective, they all need to prepare special calibration auxiliary equipment, and 
the cost is high. Quan [5] and others proposed a hierarchical step-by-step cali-
bration method. First, the projective projection matrix is obtained through the 
basic matrix, and then this method converts it into a metric projection matrix 
based on the normalization algorithm. Xia [6] and others took the pose rela-
tionship of two fixed plane targets as constraints to establish equations. By solv-
ing the equations, the conversion matrix between the two camera coordinate 
systems was obtained. Finally, the optimal solution of the conversion matrix was 
solved by nonlinear optimization method to achieve global calibration. This 
method finally solves the pose conversion matrix between two cameras through 
the polar geometric relationship of a series of feature points on the calibration 
object.  

Zhao [7] and his team used two two-dimensional calibration plates as an in-
termediary to solve the conversion matrix between the camera coordinate sys-
tem to be calibrated and the reference coordinate system, and converted the so-
lution of the relative position relationship between the camera to be calibrated 
and the reference camera into the solution of the equation for hand eye calibra-
tion, which is now relatively mature. However, the premise for the application of 
the above methods is that there is a common field of view between cameras. 
Under this premise, multi camera global calibration can be carried out. When 
there is no common field of view between sub cameras, such calibration me-
thods will no longer be applicable. Zhao [8] and others used the laser tracker to 
generate the marker points, and directly measured the three-dimensional coor-
dinates of the marker points in the reference coordinate system to obtain the 
relative position and pose relationship between all cameras to achieve global ca-
libration. This method can obtain high measurement accuracy, but its calibra-
tion operation is complex and depends on high-precision large-scale measure-
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ment equipment, so it cannot be applied to complex industrial scenes. 
Given the limitations of existing multi-camera calibration techniques, this paper 

presents a method to globally calibrate monocular multi-view vision systems using 
a connecting rod biplane target. By treating the target feature image, world coor-
dinates, and internal camera parameters as known, and employing the geometric 
characteristics of rotation-related motion with the Lie group and Lie algebra 
model, this method efficiently optimizes rotational movements to achieve global 
calibration. 

2. Multi Camera Global Parameter Calibration 

In a multi-camera system, each camera possesses specific internal parameters 
(such as focal length and principal point) and external parameters (such as posi-
tion and orientation). The objective of global parameter calibration is to deter-
mine both the internal and external parameters for each camera and to establish 
the relationships between them [9] [10] [11]. 

2.1. Solution of Rotation Axis Parameters 

As shown in Figure 1, targets 1 and 2 are checkerboard targets mounted on the 
same bar, thereby forming a rigid linkage. Prior to calibration, the relative posi-
tion and orientation of the two targets are unknown, but the internal parameters 
of cameras 1 and 2 are known. Both targets can rotate around a shared fixed axis, 
referred to as their coupling axis. Throughout the calibration process, the rota-
tion centers of the targets consistently align with the connecting axis, and the 
distance between the centers of the targets remains constant. With the base of 
the target securely fixed in place, regardless of its rotation, the coordinates of the 
rotation centers within both the target’s own coordinate system and the camera’s 
coordinate system stay constant. Therefore, the rotation axis connecting the two 
targets is also fixed. When using this device, camera 1 and camera 2 respectively 
capture the image sequence of targets 1 and 2 when they rotate around the axis, 
and the coordinate ( ),m mu v  of the image coordinate system and the coordinate 

( ), ,m m m mx y zp  of the world coordinate system of the m-th internal corner mP  
of the target can be obtained. 
 

 
Figure 1. Relative pose relationship between two camera coordinate frames. 
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In machine vision, Euclidean transformation is generally used to describe ri-
gid body motion or rigid body transformation. Three dimensional Euclidean 
space points are transformed into: 


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(1) 

where r is the rotation orthogonal matrix, which can be expressed by using α , 
β  and γ , and t is the translation vector. The above formula can be transformed 
into homogeneous form and expressed as follows: 

 T1 0 1 1
tp r t p     
=     

     
 (2) 

According to the definition of Euclidean transformation, the product between 
two 3 × 3 rotation matrices is also a rotation matrix, but the sum of the two is no 
longer a rotation matrix. Therefore, r cannot form a linear space in the tradi-
tional Euclidean space 3 3×

 , but can only form a group: 

 ( ) ( ){ }3 3 T3 | ,det 1SO r rr I r×= ∈ = =  (3) 

In the previous formula, ( )3SO  represents a special orthogonal group, which 
describes the continuous rotation of a rigid body in three-dimensional space, so 

( )3SO  belongs to a lie group. Since the rotation in three-dimensional space 
only has three degrees of freedom, the use of Lie group ( )3SO  to express this 
rotation will produce a certain degree of redundancy. Therefore, a rotation re-
presentation with no redundancy (but singularity) of degrees of freedom, name-
ly Lie algebra, can be used as ( ) { }3 33SO ϕ ×= ∈ , where the vector kϕ θ=  can 
be mapped to ( )3SO  by the following exponents: 

 ( ) ( ) Tcos 1 cos sexp ini i iθ θ θϕ ×× + − += I kk k  (4) 

Define the rotation axis 
T

x y zk k k =  k  between two targets in the world 
coordinate system, and the anti symmetric matrix of k  can be expressed as 
follows: 

 
z y

×
z x

y x

0
0

0

k k
k k
k k

 −
 = − 
 − 

k  (5) 

The above formula is consistent with Rodrigues’ rotation transformation 
formula, that is, in the lie algebra ( )3SO , the direction of the vector ϕ  is the 
unit vector k  of the rotation axis, and the module length of ϕ  is the rotation 
angle θ . 

Let iR  be the rotation matrix of camera ( )1,2i i =  relative to the reference 
pose when the target rotates, and use lie group lie algebra model to obtain: 

 ( ) Tcos 1 cos sini i i iθ θ θ ×= + − +R I kk k  (6) 

With PNP to solve the equation: 
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In the above formula, r is the external parameter matrix under a certain rota-
tion pose (reference pose), iR  and it  are the rotation matrix and translation 
vector of other rotation poses relative to the reference pose, o is the rotation 
center, 0u , 0v , xa  and ya  are the internal parameters of the camera. The 
nonlinear solution model is constructed by the above optimization function, and 
the rotation axis k  and the rotation center o between the two targets can be 
obtained by Gauss Newton method, LM and other methods. 

2.2. Global Calibration 

In visual measurement, the use of image control points with known positions 
and directions to determine the scale of a three-dimensional object model and 
the precise position and direction in the ground coordinate system is called the 
absolute orientation problem [12]. In the dual-camera global calibration system 
developed in this study, the coordinates of the target’s rotation center within the 
target coordinate system and the camera coordinate system remain unchanged, 
irrespective of how the target rotates [13] [14]. Thus, when the connecting rod 
targets in two different positions are captured by the dual cameras, four pairs of 
corresponding matching points can be obtained. These points represent the ro-
tation centers of the two targets at two distinct positions and orientations. Con-
sequently, the global calibration of the binocular vision system can be accom-
plished by resolving the absolute orientation problem [15]. 

Figure 2 shows the dual camera calibration system: C1 and C2 are dual cam-
eras, T1 and T2 are connecting rod dual targets, and the length of the rigid con-
necting rod is l. The internal parameters of cameras C1 and C2 have been cali-
brated. Rotate the connecting rod target at position 1, and C1, C2 capture the 
image sequences of T1 and T2 respectively. At the same time, the rotation axis 

1n  and the rotation center 1O  can be solved based on the method proposed in 
the previous section; 

Through the image sequence, the center point 1, 1C TP  of T1 in C1 and the 
center point 2, 2C TP  of T2 in C2 can be directly obtained; Then 

 1, 2 1, 1 1

2, 1 2, 2 1

C T C T

C T C T

P P l n
P P l n

= + ⋅
 = − ⋅

 (9) 

On the premise of ensuring the integrity of imaging, move the connecting rod 
target freely to the rotation position 2, rotate the connecting rod target at posi-
tion 2, and obtain the rotation axis 1m  and the rotation center point 2O ; The 
center point 1, 1C TQ  of T1 in C1 and the center point 2, 2C TQ  of T2 in C2 can be 
obtained directly from the image sequence: 
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Figure 2. Calibration schematic diagram of dual-camera system. 

 

 1, 2 1, 1 1

2, 1 2, 2 1

C T C T

C T C T

Q Q l m
Q Q l m

= + ⋅
 = − ⋅

 (10) 

The absolute orientation matrix can be constructed through the four center 
points of the target in C1 and the four center points of the target in C2. Note that 
4 points in C1 are { }, 1,2,3,4ip i =  and 4 points in C2 are { }, 1,2,3,4i iρ = . 
When dealing with { }ip  and { }iρ , we regard them as four matching points 
with corresponding relationship in the two point clouds. Considering the error, 
the relationship between the two matching points is expressed as follows: 

 T,
0 1i i i

r t
rp t Tρ η

 
= + + =  

 
 (11) 

where T is the rigid transformation matrix between two point clouds, r is the ro-
tation matrix, and t is the translation vector. It can be seen from the previous 
section that a has six degrees of freedom. Then establish the error function: 

 ( ) ( )
1

,
n

i i
i

E R t Rp tρ
=

= − +∑  (12) 

In this way, solving the absolute orientation problem can be changed into 
solving the following least squares problem: 

 ( ) T

1
min ,

n

i i
i

Rp t R R Iρ
=

− + =∑  (13) 

The singular value decomposition (SVD) method can be used to obtain the 
closed form solution of the above least squares problem. First, the centroid of the 
midpoint of the above two coordinate systems needs to be solved. The centroid 
coordinates are expressed as follows: 

 
1 1

1 1,
n n

i i
i i

p p
n n

ρ ρ
= =

= =∑ ∑  (14) 

Then the covariance matrix M can be solved through the centroid coordinates 
obtained from the above formula: 
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 ( )( )T

1

n

i i
i

M p pρ ρ
=

= − −∑  (15) 

Then singular value decomposition is performed on the covariance matrix M: 

 TM UDV=  (16) 

Finally, the optimal rotation matrix R∗  and translation matrix t∗  are 
solved: 

 * TR VU=  (17) 

 * *t R pρ= −  (18) 

From Equation (11), it can be seen that one matching point can determine 
two equations. If it is required to solve t, there must be at least three pairs of 
matching points, and these three matching points cannot be collinear. Finally, 
the rotation matrix R∗  can be solved by solving the absolute orientation prob-
lem, and then the translation vector t∗  can be obtained to complete the global 
calibration of binocular vision system without overlapping field of view. 

3. Global Calibration Experiment 
3.1. Simulation Experiment 

First, a dual camera system composed of two simulation cameras is used to ob-
tain the virtual calibration data set. The internal parameters of the two cameras 
are shown in Table 1. The relative pose between the two cameras is [−2˚, 4˚, 3˚], 
and the relative position is [−1200 mm, 30 mm, −30 mm]. The virtual checker-
board calibration board has feature points set at a distance of 20 mm apart, with 
the feature array sized at 6 × 6. The two target planes are parallel, maintaining a 
relative distance of 1600 mm. Under the condition that each checkerboard target 
is fully captured by its respective camera, 30 calibration poses are randomly 
generated. Random noise, uniformly distributed within the range of [−0.25, 
0.25], is introduced to the images for positioning and attitude. This simulation 
process is conducted 100 times, comparing the non-overlapping field of view 
global calibration method [16] with the method proposed in this study for global 
calibration. 

Figure 3 is a comparison diagram of the angular deviation between the solu-
tion result of the attitude angle and the theoretical value in the simulation expe-
riment of the method in reference [16] and the method in this paper; Figure 4 
shows the comparison of the distance deviation between the displacement solu-
tion results and the theoretical value by the literature method and the method in 
this paper. The simulation results show that the calibration accuracy of this me-
thod is better. 

 
Table 1. Internal parameter value of virtual camera. 

resolving power (pixel) [u0, v0] (pixel) [ax, ay] [k1, k2] 

copy [640, 512] [3000, 3000] [0.2, 1.0] 
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Figure 3. Error results of attitude angle for simulation measurement. 

 

 
Figure 4. Error results of displacement for simulation measurement. 

3.2. Actual Test 

As shown in Figure 5, in order to verify the accuracy of the calibration method 
proposed in this paper, a dual camera system is constructed by using two cam-
eras C1 and C2 with internal parameters as shown in Table 2. The calibration of 
camera internal parameters refers to the camera calibration in Chapter 2 of this 
paper for actual calibration experiments. 

The calibration apparatus employs two checkerboard targets, T1 and T2, mounted 
on the same rigid connecting rod. The dimensions, corner count, and other pa-
rameters of T1 and T2 are identical. The dual targets on the connecting rod are 
rotated to two arbitrary positions (neither parallelism nor coplanarity is neces-
sary) and 12 angles are adjusted accordingly. 
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Table 2. Dual-camera internal parameters. 

camera [u0, v0] (pixel) [ax, ay] [k1, k2] 
reprojection 
error (pixel) 

C1 [1402.58, 891.38] [7269.72, 7265.03] [−0.8919, 1.1505] 0.217 

C2 [1465.60, 987.16] [7260.67, 7243.81] [−0.8231, 0.5826] 0.119 

 

 
Figure 5. Dual camera global calibration experiment. 

 
When rotating, ensure that at each angle, T1 can fully image in C1, T2 can 

fully image in C2, and there is no overlapping field of view between C1 and C2. 
The hardware trigger method is used in the experiment. The experimental 
process is shown in Figure 6. 

Table 3 shows the global measurement results of attitude angle and displace-
ment by the global calibration method in this paper and the calibration method 
in reference [16]. 

Table 3 alone is insufficient for comparing the accuracies of the two global ca-
libration methods. Therefore, a highly precise coordinate measuring machine 
(micron-level accuracy) is introduced to measure the position and orientation of 
the target. Using the measurement results from this machine, the global calibra-
tion method described in this paper and the method in reference [16] are eva-
luated to compare the merits and demerits of the calibration outcomes. The tar-
gets for pose estimation are checkerboard targets with identical size parameters. 
The experimental procedure is depicted in Figure 7. 

Figure 8 shows the global measurement results of attitude and displacement. 
The ordinate is the measured value of three coordinates, and the abscissa is the 
error between the two methods and the measured value of three coordinates. It 
can be seen from the figure that the measurement error of the method in this 
paper is significantly less than that of the literature method. Through calculation, 
it can be seen that the root mean square error of the attitude and displacement 
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(a)                              (b) 

Figure 6. Target images captured with different rotation angles (a) T1 image, (b) T2 im-
age. 
 

 
Figure 7. Target position and attitude Measurements using CMM and MCS. 

 

 
(a) 
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(b) 

Figure 8. Measurement results (a) attitude angle, (b) Displacement. 
 
Table 3. Calibration results of dual-camera system. 

method yaw (˚) pitch (˚) roll (˚) tx (mm) ty (mm) tz (mm) 

reference [16] 2.511 1.101 1.516 −294.49 35.968 48.267 

Ours 2.538 0.995 1.515 −294.54 35.996 48.274 

 
measurement results of the method in this paper is 0.0083˚ and 0.3657 mm re-
spectively, and the root mean square error of the measurement results of the li-
terature method is 0.0115˚ and 0.4839 mm respectively. This shows that com-
pared with the global calibration method used in the literature, the proposed 
method has more advantages in the calibration accuracy. 

4. Conclusion 

In this paper, the global calibration of monocular multi view vision system is 
studied, and an improved calibration method based on the geometric characte-
ristics of rotation related motion and the absolute orientation without overlap-
ping field of view is proposed. The method is simple, and does not require pa-
rallel, vertical and coplanar requirements between multiple rotation positions, 
which enhances the flexibility of calibration. In addition, simulation and expe-
rimental results show that this method has higher accuracy and stability than the 
existing global calibration methods. 
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