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Abstract 
The energy norm convergence rate of the finite element solution of the heat 
equation is reduced by the time-regularity of the exact solution. This paper 
presents an adaptive finite element treatment of time-dependent singularities 
on the one-dimensional heat equation. The method is based on a Fourier de-
composition of the solution and an extraction formula of the coefficients of 
the singularities coupled with a predictor-corrector algorithm. The method 
recovers the optimal convergence rate of the finite element method on a qua-
si-uniform mesh refinement. Numerical results are carried out to show the 
efficiency of the method. 
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1. Introduction 

The heat equation is a partial differential equation known to model problems in 
thermodynamics, Brownian motions and particle diffusion. In the last seven dec-
ades, the increasing availability of powerful computers has been a major propul-
sion to the implementation of numerical methods for partial differential equations. 
Concerning the numerical solution of the heat equation, the usual methods are the 
finite difference methods (see [1] [2] [3]), the methods of lines (see [4] [5] [6]) and 
more recently the space-time finite element methods (FEMs) (see [7]-[12]). 

The singular behavior of solutions of a partial differential equation is known 
to affect the convergence rate of the numerical approximation. The singulari-
ty can be geometric (due to the existence of reentrant corners or edges, the change 

How to cite this paper: Nkeck, J.L. (2024) 
A Full Predictor-Corrector Finite Element 
Method for the One-Dimensional Heat Equ-
ation with Time-Dependent Singularities. 
Journal of Applied Mathematics and Phys-
ics, 12, 1364-1382. 
https://doi.org/10.4236/jamp.2024.124084 
 
Received: March 11, 2024 
Accepted: April 27, 2024 
Published: April 30, 2024 
 
Copyright © 2024 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jamp
https://doi.org/10.4236/jamp.2024.124084
https://www.scirp.org/
https://doi.org/10.4236/jamp.2024.124084
http://creativecommons.org/licenses/by/4.0/


J. L. Nkeck 
 

 

DOI: 10.4236/jamp.2024.124084 1365 Journal of Applied Mathematics and Physics 
 

of boundary conditions), or can be directly related to a singularity of a component 
of the equation (sign-changing coefficient, component singular at a point...). The 
goal of this paper is to use classical FEM to solve the one-dimensional heat prob-
lem: Find u such that: 

 

( ) ( ]

( ) ( ) ( )
( ) ( )

2
2

2 in 0, 0,

0, , 0  0,
,0 0  0,

w
u uk f L T
t x

u t u L t t T
u x x L

∂ ∂
− = ×

∂ ∂
= = ∈
= ∈

 (1) 

where 0L > , 0T > , 0wk >  and the source term ( ),f x t  is some function 
singular at a point [ ]0 0,t T∈ . 

The space-time FEM is known to give an approximation of the solution of Prob-
lem (1) with optimal convergence rates, but the method either uses disconti-
nuous Galerkin methods (see [12]) that increase the number of degrees of free-
dom, or a particular interpolation error estimate in order to guarantee the op-
timal convergence (see [7]). Those techniques are efficient but involve particular 
adaptations’ techniques. 

Singular complement methods and predictor-corrector FEM (PCFEM) have 
been introduced to solve the problem of geometric singularities of elliptic boun-
dary value problems (see [13]-[23]) and more recently on geometric singularities 
of hyperbolic problems (see [24]). The treatment of time-dependent singulari-
ties by means of PCFEM is also introduced in [25] using the method of lines. 
The main advantage of PCFEM is its application on any standard type of mesh 
(structured or unstructured) and on usual interpolation operators. This paper 
presents a PCFEM for the one-dimensional heat Problem (1). The method relies 
on a Fourier decomposition of the solution where computable formulas of the 
singular functions are derived and the solution is recomputed with a corrector 
algorithm in order to cancel the effect of the singularity caused by the source 
term f. 

This paper is organized as follows: Section 2 presents the initial boundary value 
problem with the function spaces, the existence and uniqueness of the solution, a 
stability result and the Fourier decomposition of the solution with an extraction 
formula of the coefficients of the singularity. Section 3 presents the FEM, the 
predictor-corrector algorithm and some error estimates. Section 4 gives some 
numerical results that show the efficiency of the method and Section 5 is the 
conclusion of the paper. 

2. Initial Boundary Value Problem 
2.1. Function Spaces and Stability Results 

In order to study Problem (1), it is crucial to introduce the following spaces: 
1) Given a domain nΩ ⊂  , 1,2n = , the space ( )2L Ω  of classes of Lebes-

gue-measurable and square-integrable functions over Ω with the norm: 

( ) ( )( )2
2 1 2

dLu u
Ω Ω
= ∫ x x
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where x  can be a vector or a scalar depending on n. 
2) Given an interval ( ),I a b=  and a Hilbert space V, ( ), ;k a b V  will de-

note the space of bounded k-continuously differentiable functions of the form 
( ),t u t V⋅ ∈  with the norm: 

( )
,

sup ,k
Vt I k

u D u tβ

β∈ ≤
= ⋅


 

where ( )1, , n
nβ β β= ∈   is a multi-index, 1 nβ β β= + +  and  

1
1

n
n

D
x x

β
β

ββ

ϕϕ ∂
=
∂ ∂

. 

3) Given an interval ( ),I a b= , a Hilbert space V and 0 1α< < , define the 
space ( ), , ;k a b Vα  be the space of k-continuously differentiable functions of 
the form ( ),t u t V⋅ ∈  such that ( ),D u tβ ⋅ , kβ = , is α-Hölder. The space 

( ), , ;k a b Vα  is equipped with the norm: 

( ) ( )
,

1 2

1 2

1 2

, ,
max sup .k k

V

k a t t b

D u t D u t
u u

t t
α

β β

αβ = ≤ < ≤

⋅ − ⋅
= +

− 

 
4) For a given domain Ω, the space ( )mH Ω , m∈ , 1m ≥  denotes the 

space of Lebesgue-measurable classes of functions u such that ( )2u L∈ Ω  and 
( )2 0,D u L Lβ ∈  for 0 mβ< ≤ , equipped with the norm: 

( )

1
22

d .mH
m

u D uβ
β

Ω Ω
≤

 
=   
 

∑∫ x
 

The space ( ) ( ) ( ){ }1 1
0 : 0 onH u H uΩ = ∈ Ω = ∂Ωx  where ∂Ω  represents the 

boundary of Ω. The space ( )1
0H Ω  is equipped with the norm of ( )1H Ω . 

The space ( )1H − Ω  is the dual space of ( )1
0H Ω  in the sense of distribu-

tions. 
5) For an interval ( ),I a b=  and a domain Ω, the space ( )( )2 1

0, ;L a b H Ω  is 
the completion of ( )( )1

0, ;a b H Ω  with respect to the norm: 

( )( ) ( )2 1
0

1
22

, ;
1

, d d .
b

L a b H a
u D u t tβ

β
Ω Ω

≤

  
=       

∑∫ ∫ x x
 

The space ( )( )2 1, ;L a b H − Ω  with the norm: 

( )( ) ( )( )2 1 1

1
2 2

, ; d ,
b

L a b H Ha
u u t− −Ω Ω

= ∫
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6) The space 

( )( ) ( )( ) ( ) ( ){ }2 1 1 1
00, ; 0, 0, ; 0, : ,0 0 0, .X v L T H L H T H L v x x L−= ∈ ∩ = ∀ ∈

 
7) The space ( )( ) ( ) ( ){ }2 1

00, ; 0, : ,0 0 0,Y v L T H L v x x L= ∈ = ∀ ∈ . 
The variational formulation of Problem (1) is: Find u X∈  such that: 

 ( ) ( )1
00 0

, d 0,
T L

a u v fv x v H L= ∀ ∈∫ ∫  (2) 

where ( ) 2
0 0

, d d
T L

w
u u va u v v k x t
t x x

∂ ∂ ∂
= +

∂ ∂ ∂∫ ∫ . 

Theorem 1. ([26] p. 382 (Theorem 11.3)) 
Assume that ( )( )2 10, ; 0,f L T H L−∈ . Then, Problem (1) has a unique solu-

tion ( )( ) ( )( )2 1 1 1
00, ; 0, 0, ; 0,u L T H L H T H L−∈ ∩ . 

Remark. From the Sobolev embedding theorem (see [27], p. 98]), the space 

( )( ) ( )( )1 1 0,1 12
00, ; 0, 0, ; 0,H T H L T H L−⊂  , so the solution u of Problem (1) is 

at least 
1
2

-Hölder continuous in time. 

Define the linear continuous map named as the Newton potential (see [7], p. 

5]) ( )( ) ( )( )2 1 2 1
0: 0, ; 0, 0, ; 0,L T H L L T H L− →  by ϕ  such that  

( )( )2 1
2

0, ; 0, 0 0
d d

T L
wL T H L k x tϕ ϕ ϕ− = ∫ ∫   and ( )( ) ( )( )2 1 2 1

00, ; 0, 0, ; 0,L T H L L T H Lϕ ϕ −=  for 

any ( )( )2 10, ; 0,L T H Lϕ −∈ , if one uses the Cauchy-Schwartz inequality and the 

Hölder inequality, 

( )
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Hence, ( ),a ⋅ ⋅  is bounded and 
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 (3) 

so if u X∈ , one has: 

( )

( ) ( )( )

( ) ( ) ( )( ) ( )( )

2 2 1
0

2 1 2 12
0 0

2
0 0

2 22
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and using the definition of  , the Cauchy-Schwartz inequality and (3), 

( )( ) ( )( )
( )( )

( )( ) ( )( )
( )( )

2 1
02 1 2 1

0

2 1
02 1 2 1

0

2 1

2
0 0

2
2

2 0, ; 0,
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∂ ∂
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∂ ∂
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 
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


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0

2 2
2

0, ; 0,
0, 2

w
L T H L

L

k
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 (4) 

Hence, from (3) and (4), 
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and from (3), 
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 

 
Then, 

 

( )( ) ( )( )
( )( )

2 1 1 1
0 2 1

0

2

2 0, ; 0, 0, ; 0,
0, ; 0,

,

1 1max ,
22
w

L T H L H T H L
L T H Lw

ua u u
t

k uu u
tk
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∂ + ∂ 
  ∂

≥ + 
∂ 




 (5) 

and one has the stability condition: 

 ( )( ) ( )( )
( )( )

( )
( )( )

2 1 1 1
0 2 1 2 10 0

0, ; 0, 0, ; 0,
0, ; 0, , 0 0, ; 0,

,
sup .L T H L H T H L

v L T H L v L T H L

a u v
u

v
−∩

∈ ≠

≤  (6) 

2.2. Fourier Decomposition of the Solution 

Assuming that the solution u of (1) is an element of ( )( )0, 1
00, ; 0,T H Lα , 

1 2 1α≤ < , and has a line singularity at a point [ ]0 0,t T∈ , based on the boun-
dary conditions one can set  
( ) ( ) ( ) ( ) ( )1 1, sin : sink kk ku x t v t k x L t k x Lα γ∞ ∞

= =
π= = π∑ ∑  and obtain use sepa-

ration of variables to obtain the following result. 
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Theorem 2. The solution u of Problem (1) can be written as  

( ) ( ) ( )1, k kku x t t s xγ∞

=
= ∑  where ( ) ( )sinks x k x L= π , and setting k w

k k
L

β =
π

, 

1) If 0 0t = , 

 ( ) ( ) 2 1 2
1

1
0

1 e d ek k
t t

k kt f
α α

α
β τ βα αγ τ τ τ

α

−
− 

=  
 
∫  (7) 

and ( ) ( ) ( )2d
d

k
k k kt f t t

t
γ

β γ= − . 

2) If 0 0t > , 

 ( ) ( ) ( ) ( )22 1/
0

0

1
1

0
1 e d e kk

t t t
k kt t

t f t
α α

α

α
ββ τα αγ τ τ τ

α

−
−−

−

 
= − 
 
∫  (8) 

and ( ) ( ) ( )2d
d

k
k k kt f t t

t
γ

β γ= − . 

3. Finite Element Discretization 
3.1. Finite ELement Method 

Let h  be a triangulation of the domain ( ) ( )0, 0,L T×  with quasi-uniform 
meshes of diameter h and define: 

( ) ( )( ){ }1
|: 0, 0,h K hX v X v L T K= ∈ ∈ × ∀ ∈ 

 
with the norm of ( )( ) ( )( )2 1 1 1

00, ; 0, 0, ; 0,L T H L H T H L−∩ . 
The Galerkin approximation consists to find h hu X∈  such that: 

 ( )
0 0

, d d .
T L

h h h ha u v fv x t v X= ∀ ∈∫ ∫  (9) 

The variational Problem (9) has a unique solution according to Theorem 1 
and since ( )( ) ( )( )2 1 1 1

00, ; 0, 0, ; 0,hX X L T H L H T H L−⊂ ⊂ ∩ , for any h hu X∈ , 
from the inequality (5), 

 

( )( ) ( )( )

( )( )

( )

2 1 1 1
0

2 1
0

0, ; 0, 0, ; 0,

0, ; 0,

, 0

,

,

,
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h

h h h
h

h hX L T H L H T H L

h
h h

h
h

L T H L

h
h h

h
h

X

h h

v X v h X

u u

ua u u
tC

uu
t

ua u u
tC

uu
t

a u v
C

v

−∩

∈ ≠

=

∂ + ∂ ≤
∂

+
∂

∂ + ∂ =
∂

+
∂

≤









 (10) 

where 0C >  is a constant depending on wk . 
Furthermore, one has the Galerkin orthogonality: 

 ( ), 0h h h ha u u v v X− = ∀ ∈  (11) 
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The following theorem is a lemma equivalent to the Céa’s Lemma known for 
elliptic boundary value problems. This theorem has been proved in [7] in a more 
general case. 

Theorem 3. Let u be the solution of the variational Problem (2) and h hu X∈  
be the solution of the discretized variational Problem (9). Then, there exists 

0C >  depending on wk  such that: 

inf .
h h h

h hX Xw X
u u C u w

∈
− ≤ −

 
Proof. From the discrete stability condition (10) and the Galerkin orthogonal-

ity (11), for any h hw X∈ , 

( )
( )( )

( )
( )( )

( )
( )( )

( )
( )( )

( )
( )( )

2 1
0

2 1 2 1
0 0

2 1
0

2 1
0

0, ; 0,

0, ; 0, 0, ; 0,

0, ; 0,

0, ; 0,

,
sup

, ,
sup sup

,
sup

,
sup

.

h
h h

h h h h

h h

h h h
h h X

v X h L T H L

h h h h

v X v Xh hL T H L L T H L

h h

v X h L T H L

h

v X L T H L

h X

a u w v
u w C

v

a u u v a u w v
C

v v

a u w v
C

v

a u w v
C

v

C u w

∈

∈ ∈

∈

∈

−
− ≤

 − − ≤ +
 
 

−
=

−
≤

≤ −
 

Then, ( )1
h h hh h h h hX X X Xu u u w w u C u w− ≤ − + − ≤ + −  for any  

h hw X∈  where 0C >  is an arbitrary constant depending on wk . 

Hence, inf
h h h

h hX Xw X
u u C u w

∈
− ≤ − . 

The following theorem proves the energy error estimate when the solution is 
smooth. This theorem has been proved in [7] in a more general case. 

Theorem 4. Let u be the unique solution of Problem (1) and hu  be the 
unique solution of the equivalent discretized variational Problem (9). Assume 

( ) ( )( )2 0, 0,u H L T∈ × , then 

( )( ) ( ) ( )( )2 1 2
00, ; 0, 0, 0, .h L T H L H L Tu u Ch u

×
− ≤

 
Proof. 

( )( )2 1
00, ; 0, inf

h h
h h h hL T H L X X Xw X

u u u u C u w C u u
∈

− = − ≤ − ≤ −Π
 

where h hu XΠ ∈  is the unique solution of the variational problem, 

( ) ( ), , .h h h h ha u v a u v v XΠ = ∀ ∈  
Note that for any ( ) ( )( )1 0, 0,v H L T∈ ×  such that ( ),0 0v x =  and  
( ), 0v x t =  for 0x =  or x L= , 

( ) ( )( ) ( )( )1 2 1
0

2 2
2 2 2

0, 0, 0, ; 0,0 0
d d .

T L

H L T L T H L

v vv v x t v
t x×

∂ ∂
= + + ≥

∂ ∂∫ ∫
 

Then, 
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( )( ) ( )( )

( ) ( )( )

( ) ( )( )

( ) ( )( )

2 1 2 1
0 0

1

1

2

0, ; 0, 0, ; 0,

0, 0,

0, 0,

0, 0,

inf

.
h h

h hL T H L L T H L

h H L T

h H L Tw X

H L T

u u C u u

C u u

C u v

Ch u

×

×∈

×

− ≤ −Π

≤ −

≤ −

≤
 

 

3.2. Predictor-Corrector Algorithm 

The predictor-corrector method presented is based on the decomposition of the 
approximate solution ( ) ( ) ( ) ( )1, , N

hN hN k kku x t w x t t s xγ
=

= +∑  where hNu  is the 
solution of (9), ks  and kγ  are defined as in Theorem 2. 

Predictor-Corrector Algorithm 
1) Solve the problem: Find hu  such that: 

( ) ( ]

( ) ( ) [ ]
( ) ( )

2
2

2 in 0, 0,

0, , 0  0,
,0 0  0,

h h
w

h h

h

u uk f L T
t x

u t u L t t T
u x x L

∂ ∂
− = ×

∂ ∂
= = ∈
= ∈  

2) For N ∈  fixed, do: 

a) For 1, ,k N=  , compute ( )k tγ  and ( )d
d

k t
t
γ  using Formula (7) or (8). 

b) If 

{ }1 : Span , 1, , ,h h kX X s k N= + =   
solve the problem: Find 1hN hw X∈  such that: 

( ) ( ]

( ) ( ) ( ) [ ]

( ) ( ) ( ) [ ]

( ) ( ) ( ) [ ]

2 2
2 2

2 2
1

=1

=1

1

d d in 0, 0,
d d

0, 0 0,  

, 0,  

,0 0 0,  

N
hN hN k k

w k w k
k

N

hN k k
k

N

hN k k
k

N

hN k k
k

w w sk f s k L T
t x t x

w t t s t T

w L t t s L t T

w x s x x L

τ

γ γ

γ

γ

γ

=

=

∂ ∂
− = − − ×

∂ ∂

= − ∈

= − ∈

= − ∈

∑

∑

∑

∑
 

c) Compute ( ) ( ) ( ) ( )1, , N
hN hN k kku x t w x t t s xγ

=
= +∑ . 

3.3. Error Estimates 

From [28], if ( )( )0, 1
00, ; 0,u T H Lα∈ , 0 1α< < , then for any N ∈ , 1N ≥ , 

 
( )( )2 1

01 0, ; 0,

ln
N

k k
k L T H L

u S CN Nαγ −

=

− ≤∑  (12) 

where kγ  and ks  are defined in Theorem 2 and 0C >  is an arbitrary con-
stant. 

The convergence result in the energy norm is given by the following theo-
rem. 
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Theorem 5. Let ( )( )0, 10, ; 0,u T H Lα∈ , 1 2 1α≤ <  be the solution of Prob-
lem (1) and let hNu , N ∈ , 1N ≥  be the approximate solution of u using the 
Predictor-Corrector Algorithm 3.2 on a quasi-uniform and triangulation h  of 
the domain ( ) ( )0, 0,L T× . Assume further that lnN N hα− ≤ , then there is 

0C >  such that: 

( )( )2 1
00, ; 0,h L T H Lu u Ch− ≤

 

Proof. Suppose ( ) ( ) ( ) ( )1, , N
N k kku x t w x t t s xγ

=
= +∑  is the decomposition of 

the solution u as in Theorem 2. Set ( ) ( ) ( )1, N
hN hN k kku x t w t s xγ

=
= +∑  be the 

approximation of u using the Predictor-Corrector Algorithm 3.2.  
From Theorem 4, (12) and the assumption lnN N hα− ≤ , one has: 

( )( ) ( )( )2 1 2 1
0 00, ; 0, 0, ; 0, ln .hN N hNL T H L L T H Lu u w w CN N Chα−− = − ≤ ≤

 
 

4. Numerical Experiments 

The main purpose of this section is to present some computational results car-
ried out with the Predictor-Corrector Algorithm 3.2. Even though the examples 
considered may not represent any real world situation, the difficulties due to 
singularities in the solution are well reflected. We consider two examples with 
known solutions. All computations are carried out using a code developped in 
python. The resulting linear systems are solved iteratively with a generalized mi-
nimal residual method (GMRES) and all the integrals are computed using a 
15-point Legendre Gauss formula on the stifness, mass matrices and load vec-
tors, and a 150-points Legendre Gauss formula for integrals used to compute the 
Fourier coefficients. 

In all the computations, starting from a triangulation 
0h , the refinement are 

perfomed by dividing the concerned lentgh by two ( 1 2i ih h+ = ). The order or 
rate of convergence ν  is computed using the formula: 

( )( )

( )( )

2 1
0

2 11 0

0, ; 0,

2

0, ; 0,

log .
i

i

h L T H L

h L T H L

u u

u u
ν

+

 −
 =  − 
   

In all the following examples, expν  is the expected order of convergence. Fig-
ure 1 presents the type of mesh refinements used in the examples. 

4.1. Example 1 
In this example, we consider Problem (9) with the exact solution  

( ) ( )1 2, 1u x t t x x= −  and 
2

2

1
144

u uf
t x

∂ ∂
= −
∂ ∂

, 1T = , 1L = . 

The function has a line singularity at 0t =  and belongs to ( )( )0, 11 2 0,1, 0,1H . 

Table 1 presents the error estimates in the energy norm ( )( )2 1
00, ; 0,L T H L⋅  and the 

required number of Fourier coefficients N in order to obtain an optimal convergence  
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Figure 1. The uniform meshes: Refinements 1, 2 and 3 
 
Table 1. Error estimates in the energy norm. 

hτ =  2−1 2−2 2−3 2−4 2−5 expν
 

# Nodes 9 25 81 289 1089 -- 

( )( )2 1
00, ; 0,h L T H L

u u−
 

2.44e−1 1.457e−1 9.068e−2 5.836e−2 3.855e−2 -- 

Order -- 0.745 0.684 0.636 0.598 0.25 

N 75 681 4538 26570 144557 -- 

( )( )2 1
00, ; 0,hN L T H L

u u−
 

4.250e−2 2.036e−2 1.018e−2 5.096e−3 2.640e−3 -- 

Order -- 1.062 0.999 0.998 1.004 1.00 
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rate. Note that we need 1 2 ln jN N h− ≤  at each refinement 1, ,5j =  . A con-
vergence of the classical FEM is observed and the convergence rate that is great-
er than 0.5, which is better than the expected convergence rate 0.25. However the 
convergence rate of the classical FEM is still not optimal. From the results ob-
tained with the PCFEM, the optimal convergence rate is recovered. 

Figures 2-4 present the plots of the exact solution, the approximate solution 
before adaptation and the aproximate solution using the Predictor-Corrector Al-
gorithm 3.2 respectively at the fixed times 1 4t = , 1 2t = , 3 4t =  and 1t = . 
Figures 5-7 present the 3-dimensional line countour plots of the exact solution, 
the approximate solution before adaptation and the approximate solution after 
using the predictor-corrector adaptation (PCFEM) with 75 lines. It is observed that 
the predictor-corrector solution has a better approximation with a least number 
of nodes in the refinement. 

4.2. Example 2 
In this example, we consider Problem (9) with the exact solution  

( ) ( ) ( )3 4, 1 1u x t t x x= − −  and 
2

2

1
400

u uf
t x

∂ ∂
= −
∂ ∂

, 1T = , 1L = . 

The solution has a line singularity at 0 1t =  and is an element of 
( )( )0,3 4 10,1, 0,1H  so the number of Fourier coefficients at each refinement on 

a triangulation of diameter h should satisfy 3 4 lnN N h− ≤ . Figure 8 shows the  
 

 
Figure 2. The exact solution, the FEM solution and the PCFEM solution at Refinement 3 ( 32h −= ). 
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Figure 3. The exact solution, the FEM solution and the PCFEM solution at Refinement 4 ( 42h −= ). 

 

 
Figure 4. The exact solution, the FEM solution and the PCFEM solution at Refinement 5 ( 52h −= ). 
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Figure 5. 3D plots of the exact solution, the FEM solution and the PCFEM solution at Refinement 3. 
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Figure 6. 3D plots of the exact solution, the FEM solution and the PCFEM solution at Refinement 4. 
 

 
Figure 7. 3D plots of the exact solution, the FEM solution and the PCFEM solution at Refinement 5. 
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Figure 8. The graph of ln
j

h
h X

u u−  against ln jh− , 2 j
jh −= , 1, ,5j =  . 

 
error estimates of the FEM and the PCFEM. The convergence rate of the classic-
al FEM is not optimal while the one of the PCFEM is optimal. 

5. Conclusions 

This paper presents an adaptive predictor-corrector finite element method 
(PCFEM) for the one-dimensional heat equation with zero initial and boundary 
conditions. The method is based on a Fourier decomposition with a correction 
of the solution by a predictor-corrector algorithm. The PCFEM is shown to be 
efficient on quasi-uniform meshes and then can be used without a particular 
mesh treatment or a special interpolation error in the energy norm. In the pre-
dictor-corrector algorithm, the stiffness matrices are the same, only the load vec-
tor is modified to correct the solution, and then the complexity of the PCFEM 
algorithm and the classical FEM algorithm are of the same order. 

The PCFEM developed can be applied to the heat equation with non-zero ini-
tial and boundary conditions, and the proof of the stability conditions and the 
Homogenization methods can be adapted using the proofs developed in [7] pro-
vided that the initial and boundary conditions are regular enough. It is worth 
saying that the method developed is another motivation to continue using stan-
dard FEM to solve partial differential equations. 
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List of Notations 

The following are some variables used in the paper. 
 

Variable Meaning 

n A natural number that is either 1 or 2 

m m∈  is a natural number 

N N ∈  is a natural number 

wk
 wk ∈  is a constant 

x x∈  is a single variable 

x  ( )1, , n
nx x= ∈x  , 2n ≥  

t 0t ≥  is a non-negative real variable 

T 0T >  is a positive real number 

L 0L >  is a positive real number 

a a∈  is a real number 

b b∈  is a real number 

k k ∈  is a natural number 

( ),a ⋅ ⋅
 A bilinear form 

β  ( )1, , N
nβ β β= ∈   is a multi-index 

kβ  k w
k k
L

β =
π , k ∈ , 1k ≥  

α  α ∈  is a real number 

, 0,1, 2it i =  0it ≥  is a real non-negative number 

Ω nΩ ⊂   is a domain 

∂Ω  the boundary of the domain nΩ ⊂   

V A Hilbert space V 

X A vector space X 

u A scalar function ( ),u u x t≡  

v A scalar function ( ),v v x t≡  

ϕ  A scalar function ( ),x tϕ ϕ≡  

  A linear operator   

  A letter used to design a space of continuous functions 

h  A triangulation with diameter h> 

hX  A vector space of piecewise linear polynomials 

1hX  A vector space of functions of two variables 

hu  A function in hX  
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Continued 

C 0C >  is an arbitrary constant 

hw  A function in hX  

hΠ  The projection of X to hX  

kγ  A function ( )k k tγ γ≡ , k ∈ , 1k ≥  

ks  A function ( ) ( )sinks x k x Lπ  

ν  The convergence rate 

expν
 The expected convergence rate 
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